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Abstract
In machine translation, a pivot language can
be used to assist the source to target transla-
tion model. In pivot-based transfer learning,
the source to pivot and the pivot to target mod-
els are used to improve the performance of the
source to target model. This technique works
best when both source-pivot and pivot-target
are high resource language pairs and the source-
target is a low resource language pair. But in
some cases, such as Indic languages, the pivot
to target language pair is not a high resource
one. To overcome this limitation, we use mul-
tiple related languages as pivot languages to
assist the source to target model. We show
that using multiple pivot languages gives 2.03
BLEU and 3.05 chrF score improvement over
the baseline model. We show that strategic
decoder initialization while performing pivot-
based transfer learning with multiple pivot lan-
guages gives a 3.67 BLEU and 5.94 chrF score
improvement over the baseline model.

1 Introduction

Neural Machine Translation (NMT) models have
made huge improvements in the performance of
machine translation systems. But NMT models are
data hungry. NMT models require huge amounts
of parallel corpus for training. To overcome this
limitation and improve the performance of the
source to target NMT model, the resources of a
pivot language can be used. Zoph et al. (2016) used
a parent model trained on a high resource language
pair to initialize the parameters of the child model,
which is then trained on a low resource language
pair. Kim et al. (2019) introduced pivot-based trans-
fer learning techniques to utilize the resources of
the pivot language. In pivot-based transfer learning
techniques, the source to pivot and the pivot to tar-
get models are used to initialize the source to target
NMT model.

The pivot-based transfer learning techniques
work best when both the source to pivot and the

pivot to target language pairs are relatively high
resource language pairs. It also helps if the pivot
language is related to the source or target language,
to utilize language relatedness (Kunchukuttan and
Bhattacharyya, 2020). In the task of translation
from English to an Indic language, another Indic
language can be used as a pivot language, as Indic
languages are related. But in such a setting, the
pivot to target language pair may not be a high
resource language pair. In the task of English to
Marathi translation, Hindi can be used as a pivot
language, as Hindi is a related language to Marathi.
The English-Hindi language pair is a relatively high
resource language pair, but the Hindi-Marathi lan-
guage pair is not a high resource language pair. To
overcome this shortcoming, we use multiple Indic
languages as pivot languages to assist the source to
target NMT model.

Transformer (Vaswani et al., 2017) model has
shown state-of-the-art results for various natural
language processing tasks, including machine trans-
lation. In a Transformer based NMT model, the
decoder consists of two modules, self-attention,
and cross attention. The self-attention layer works
only with the target side language, but the cross at-
tention layer works with the source and target side
languages. We experiment with various techniques
to initialize the modules of the decoder.

The major contributions of this work are as fol-
lows,

• We show that using multiple pivot languages
to assist the source to target model helps im-
prove the performance of NMT models.

• We show that strategic decoder initialization
while performing pivot language-based trans-
fer learning improves the performance of
NMT models.
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Figure 1: Initializing the source → target cross attention module with the cross attention module of the source →
pivot model in pivot based transfer learning.

2 Approaches

We first discuss the approach to using multiple
pivot languages to assist the source to target model.
Then we discuss the various techniques to initialize
the decoder of the source to target model in pivot-
based transfer learning.

2.1 Multiple Pivot Languages

The task is to improve the performance of the En-
glish to Marathi NMT model. Initially, we use
Hindi as a pivot language, which is related to
Marathi and is a relatively high resource language
among Indic languages. The English-Hindi lan-
guage pair is a high resource language pair, but
the Hindi-Marathi language pair is not a high re-
source. The amount of parallel corpus available
for Hindi-Marathi is lower than English-Marathi.
In order to bridge this gap, we introduce multiple
Indic languages as pivot languages. We use Hindi,
Bengali, Gujarati, and Tamil as pivot languages to
assist the English-Marathi NMT model.

As we are using four pivot languages, the amount
of parallel corpus for source-pivot and pivot-target
language pairs increases significantly. This helps
train better source-pivot and pivot-target models,
which can be used to initialize the source-target
model. In this technique, we first train an English
to four Indic languages NMT model using the En-
glish to Hindi, Bengali, Gujarati, and Tamil parallel

corpus. Then we train four Indic languages to the
Marathi NMT model using the Hindi, Bengali, Gu-
jarati, and Tamil to Marathi parallel corpora. We
use these models to initialize the encoder and de-
coder modules of the source to target model and
train it on the source-target parallel corpus.

2.2 Decoder Initialization

In direct pivot-based transfer learning, the decoder
of the source to target model is initialized with the
decoder of the pivot to target model. The decoder
cross attention layer of the source to target works
with the source-target language pair. The decoder
cross attention layer of the pivot to target model
works with the pivot-target language pair. In order
to overcome this mismatch, we experiment with
various initialization techniques for the decoder
module.

2.2.1 Randomly Initialized Cross Attention
Module

In this technique, we first initialize the encoder
of the source to target model with the encoder of
the source to pivot model. Then we only initialize
the decoder self-attention layer of the source to
target model with the decoder self-attention of the
pivot to target model. The cross attention layer of
the source to target model is randomly initialized.
In the English-Marathi (source-target) model, the
decoder self-attention layer is initialized with the
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decoder self-attention layer of the Hindi-Marathi
(pivot-target) model.

2.2.2 Initializing the Cross Attention Module
from source to pivot model

In this technique, the encoder of the source to target
model is initialized with the encoder of the source
to pivot model. The decoder self-attention layer
of the source to target model is initialized with the
decoder self-attention layer of the pivot to target
model. The decoder cross attention layer of the
source to target model is initialized with the de-
coder cross attention of the source to pivot model.

The cross attention layer of a Transformer de-
coder consists of three types of parameters, the
query matrix, the key matrix, and the value matrix.
The cross attention module is also called encoder-
decoder attention, as it works with the source and
target sequence. The query matrix is exposed to
the target side sequence, and the key and value ma-
trices are exposed to the source side sequence. The
decoder cross attention of the Hindi-Marathi (pivot-
target) model works with the Hindi and Marathi
sequences. But in English-Marathi (source-target)
model, we want the cross-attention module to work
with the English and Marathi sequence. So there
is a mismatch between, the sequence to which the
key and value matrices are exposed during the train-
ing of, the pivot to target and the source to target
model. During the training of the Hindi-Marathi
model, the key and value matrices are exposed to
the Hindi language but during the training of the
English-Marathi (source-target) model, the key and
value matrices are exposed to the English language.

In order to overcome this mismatch, we ini-
tialize the cross attention module of the English-
Marathi (source-target) model with the cross at-
tention module of the English-Hindi (source-pivot)
model. Now there is no mismatch between the se-
quence exposed to the key and value matrices. But
there is a mismatch between the sequence exposed
to the query matrix. As in the English-Hindi model,
the query matrix is exposed to the Hindi language
but in the English-Marathi model, it is exposed to
the Marathi language. But the effect of this mis-
match is minimized because Hindi and Marathi are
related languages.

3 Experimental Setup

In this section, we discuss the setup of the various
experiments that we performed. We use byte pair
encoding (BPE) (Sennrich et al., 2016) technique to

Language Pair # Sentence Pairs
English-Marathi 3.2M
English-Hindi 8.4M
English-Bengali 8.4M
English-Gujarati 3.0M
English-Tamil 5.0M
Hindi-Marathi 1.9M
Bengali-Marathi 1.8M
Gujarati-Marathi 1.7M
Tamil-Marathi 2.0M

Table 1: Dataset Statistics of Samanantar Parallel Cor-
pus

split words into subwords. We use the fairseq (Ott
et al., 2019) library to perform all the experiments.

3.1 Model

We used the Transformer model to implement all
the NMT models. The model has 6 encoder lay-
ers and 6 decoder layers. The number of encoder
attention heads is 8 and the number of decoder at-
tention heads is 8. The Transformer feed-forward
layer dimensions are 2048. The encoder and de-
coder embedding dimensions are 512. We used
the same model architecture to implement the bi-
directional NMT models and En-Indic multilingual
NMT models.

For training the model we used label smoothed
cross entropy criterion with label smoothing of 0.1.
We used the Adam optimizer with beta values of 0.9
and 0.98. We used the inverse square root learning
rate scheduler with 4000 warmup updates. We used
a dropout value of 0.3. The batch size was 4096
tokens. We trained the model for 300,000 iterations
and chose the model that gave the best loss value
on the validation set.

3.2 Datasets

For all the experiments, we used the Samanantar
(Ramesh et al., 2022) parallel corpus. We used the
parallel corpora for the English to Hindi, Marathi,
Gujarati, Bengali, and Tamil language pairs. We
also used the Hindi, Gujarati, Bengali, and Tamil to
Marathi parallel corpora. The dataset statistics of
the parallel corpora used are mentioned in Table 1.
We evaluate our models on the Facebook Low Re-
source (FLORES) MT Benchmark (Guzmán et al.,
2019) which consists of 1012 sentence pairs from
various domains.
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Technique English→Marathi
Pivot=Hi Pivot=Hi,Bn,Gu,Ta

BLEU chrF BLEU chrF
Baseline 9.02 38.58 9.02 38.58

Direct Pivoting 10.49 40.47 11.95 43.82
+ Randomly Initialized Cross Attention

Module
10.82 40.90 11.99 43.69

+ Cross Attention Module Initialized from
source → pivot model

11.05 41.63 12.69 44.52

Table 2: Results (BLEU and chrF Scores) of the English→Marathi NMT model. The table shows a comparison
of models using only one pivot language, Hindi (Hi), and using multiple pivot languages, Hindi (Hi), Bengali
(Bn), Gujarati (Gu), and Tamil (Ta). The table also shows the comparison between different decoder initialization
techniques in pivot-based transfer learning. The Baseline model score is the score of the English-Marathi model
trained on the English-Marathi parallel corpus

Pivot Language English→Marathi
BLEU

Hi 10.49
Bn 9.95
Gu 10.17
Ta 9.15
Hi, Bn, Gu, Ta 11.95

Table 3: Results (BLEU scores) of English→Marathi
model trained by using different pivot languages as
the single pivot language. The single pivot languages
used are Hindi (Hi), Bengali (Bn), Gujarati (Gu), and
Tamil (Ta). The last row shows the results of the En-
glish→Marathi model trained with multiple pivot lan-
guages.

3.3 Baseline

The baseline model is an English to Marathi NMT
model which is trained on English-Marathi parallel
corpus.

3.4 Direct Pivoting

In the Direct Pivoting model, we first train an
English-Hindi and Hindi-Marathi NMT model.
Then we initialize the encoder and decoder of
the English-Marathi model using the encoder and
decoder of the English-Hindi and Hindi-Marathi
model, respectively. Finally, we train the English-
Marathi model on English-Marathi parallel corpus.

3.5 Multiple Language Pivoting

In Multiple-Language Pivoting models, we use
Hindi, Gujarati, Bengali, and Tamil as pivot lan-
guages. The source to pivot model is now an En-

glish to Indic NMT model, and the pivot to target
model is an Indic to Marathi NMT model. For all
the experiments with multiple pivoting languages,
we use the four Indic languages as pivot languages
instead of using only Hindi as the pivot language.

3.6 Randomly Initialized Cross Attention
Module

In this experiment, we first train an English-Hindi
and Hindi-Marathi NMT model. We initialize the
encoder of the English-Marathi model with the
encoder of the English-Hindi model. The decoder
self-attention layer of the English-Marathi model
is initialized with the decoder self-attention layer
of the Hindi-Marathi model. The decoder cross
attention layer of the English-Marathi model is
randomly initialized. Finally, the model is trained
on English-Marathi parallel corpus.

3.7 Initializing Cross Attention module from
source to pivot model

In this experiment, an English-Hindi and a Hindi-
Marathi model are trained. The encoder of the
English-Marathi model is initialized using the en-
coder of the English-Hindi model. The decoder
self-attention layer of the English-Hindi model is
initialized using the decoder self-attention layer
of the Hindi-Marathi model. The decoder cross
attention layer of the English-Marathi model is ini-
tialized using the decoder cross attention layer of
the English-Hindi model. Finally, the model is
trained on English-Marathi parallel corpus.
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English-Source The smaller the Rossby number, the less active the star with respect to magnetic
reversals.

Marathi-
Reference

रॉस्बी संख्या ��तकी लहान असेल �ततकाच तो तारा चुंबकीय परावत�नाच्या बाबतीत कमी

स��य असेल.

Marathi-
Reference
Gloss

Rossby number as-much small will-be that-much that star magnetic changes in-
case less active will-be.

Marathi-Single रॉसबी संख्या ��तकी कमी असेल, �ततकेच चुंबकीय मागे पडण्याच्या बाबतीत स्टार कमी

स��य आहे.

Marathi-Single
Gloss

Rossby number as-much small will-be, that-much magnetic behind to-fall in-case
star less active is.

Marathi-
Multiple

रोस्बी संख्या ��तकी लहान �ततकीच चुंबकीय उलथापालथींच्या बाबतीत तारा कमी स��य

असतो.

Marathi-
Multiple Gloss

Rossby number as-much small will-be magnetic of-upheavals in-case star less
active is.

Table 4: Illustrative examples of improvement of the English→Marathi model trained with a multiple pivot language
over the model trained with a single pivot language on a sentence from the test set. ’English-Source’ is the
input English sentence. ’Marathi-Reference’ is the reference Marathi translation in the test set and ’Marathi-
Reference-Gloss’ is the word-to-word translation of the Marathi sentence in English which is done manually.
’Marathi-Single’ is the output translation of the English→Marathi model trained with single pivot language Hindi
and ’Marathi-Multiple’ is the output translation of the English→Marathi model trained with multiple pivot languages.
’Marathi-Single Gloss’ and ’Marathi-Multiple Gloss’ are the word-to-word translations of the outputs ’Marathi-
Single’ and ’Marathi-Multiple’, respectively, in English which is done manually.

4 Results And Analysis

We use BLEU (Papineni et al., 2002) and chrF
(Popović, 2015) scores to evaluate the performance
of all the models. We used the sacreblue1 imple-
mentation for computing the BLEU scores and
the NLTK2 implementation for computing the
chrF scores. Table 2 shows the results of various
strategies to initialize the decoder module in pivot
language-based transfer learning. The table also
shows the results of experiments performed by us-
ing a single pivot language and using multiple pivot
languages.

From the results, we can observe that models
using multiple pivot languages outperform models
using only Hindi as a pivot language. The best
model using only a single pivot language achieves
a BLEU score of 11.05 and chrF score of 41.63.
The model using multiple pivot languages improves
the BLEU score by 1.64 points to 12.69 and chrF
score by 2.89 points to 44.52. This shows that using
multiple pivot languages improves the performance
of the source to target NMT models.

We can observe that randomly initializing the

1https://github.com/mjpost/sacrebleu
2https://www.nltk.org

decoder cross attention module of the source to tar-
get model gives better or comparable performance
over direct pivoting. Initializing the decoder cross
attention module of the source to target model with
the decoder cross attention module of the source to
pivot model gives the best performance. In multi
pivot languages setting, the direct pivoting tech-
nique achieves a BLEU score of 11.95 and chrF
score of 43.82 and the strategic decoder initializa-
tion technique improves the BLEU score by 0.74
BLEU points to 12.69 and the chrF score by 0.7
points to 44.52.

Table 3 shows the results of the English-Marathi
model trained using different pivot languages as the
single pivot language and the model trained with
multiple pivot languages. From the results, we can
observe that using Hindi as single a pivot language
performs better than using other languages such
as Bengali, Gujarati, and Tamil as single pivot lan-
guages. We can also observe that a model trained
using multiple pivot languages performs better than
any model trained with only a single pivot lan-
guage.
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5 Illustrative examples of improvement

In this section, we show some examples of im-
provement in translation with the model with mul-
tiple pivot languages over the model with a single
pivot language. Table 4 shows an English sentence,
its reference Marathi translation (Marathi Refer-
ence), the output of the model trained with a single
pivot language (Marathi-Single), and the output of
the model trained with multiple pivot languages
(Marathi-Multiple). The model with a single pivot
language does not translate the word ’reversals’
properly but the model with multiple pivot lan-
guages is able to translate the word properly. The
model with single pivot language translated the
word ’reversals’ as ’मागे पडण्याच्या’ which means
’to fall behind’. The model with multiple pivot lan-
guages correctly translated the word ’reversals as
’उलथापालथींच्या’ which means ’of-upheavals’.

The model with a single pivot language translit-
erated the word ’star’ to ’स्टार’ whereas the model
with multiple pivot languages correctly translated
the word ’star’ to ’तारा’.

6 Conclusion and Future Work

In this work, we show that using multiple pivot
languages to assist the source-target NMT model
improves its performance. We show using var-
ious metrics such as BLEU and chrF, that us-
ing multiple Indic languages as pivot languages
and utilizing language relatedness improves the
performance of the English-Marathi NMT model.
We also show that strategic decoder initialization
techniques while performing pivot language-based
transfer learning improves the performance of the
source-target NMT models. In the future, we plan
to perform experiments by adding more pivot lan-
guages to assist the source to target the NMT model
and see the performance of the system.
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