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Abstract
As digital social platforms and mobile tech-
nologies become more prevalent and robust,
the use of Artificial Intelligence (AI) in facili-
tating human communication will grow. This,
in turn, will encourage development of intu-
itive, adaptive, and effective empathic AI inter-
faces that better address the needs of socially
and culturally diverse communities. In this pa-
per, we present several design considerations
of an intelligent digital interface intended to
guide the clinicians toward more empathetic
communication. This approach allows various
communities of practice to investigate how AI,
on one side, and human communication and
healthcare needs, on the other, can contribute
to each other’s development.

1 Introduction

Recent years brought both challenges and oppor-
tunities to interpersonal communication in all ar-
eas of life, especially healthcare. The COVID-19
pandemic, for instance, took an enormous toll on
people’s mental health. Effective empathic commu-
nication is now even more vital.

In healthcare, and Telemedicine (TM) in particu-
lar, expression of empathy is essential in building
trust with patients. Yet, physicians’ empathic com-
munication in TM encounters has remained largely
unexplored and not measured. Despite consider-
able research establishing the clinical efficacy of
TM (e.g. in acute stroke care), there is limited re-
search on how TM technology affects physician -
patient communication (Cheshire et al., 2021). Re-
search on how to decode human behaviors with
respect to empathy expression, perception and ac-
tion is still nascent (Xiao et al., 2012; Gibson et al.,
2015; Alam et al., 2018; Pérez-Rosas et al., 2017;
Buechel et al., 2018; Sedoc et al., 2020; Zhou and
Jurgens, 2020; Hosseini and Caragea, 2021). Of all
the components of professionalism, empathy may
be the most challenging to communicate via TM
given the physical separation of participants.

AI systems with simple, intuitive, flexible and ef-
ficient emotionally-intelligent interfaces to support
empathic provider-patient communication during
digital visits are urgently needed. With its current
developments, AI can help us understand how to
implement empathy and compassion in effective
patient-provider interactions and guide training for
medical personnel. In healthcare, AI initiatives
must also be multidisciplinary, using/developing a
variety of core sets of requirements and expertise
and engaging many participants, e.g. AI designers,
developers, health care leadership, frontline clinical
teams, ethicists, humanists, patients and caregivers.
Health care professional training programs should
also incorporate core curricula that trains on using
such AI tools appropriately (Matheny et al., 2019).

With this research, we aim to offer a solution to
improve empathic patient-physician communica-
tion. Specifically, part of a larger inter-disciplinary
initiative, we propose to develop a digital interface
that integrates with various TM platforms to moni-
tor the emotional state of providers/patients and to
guide/train them on how to improve their expres-
sion of empathic communication. We use state-of-
the-art multimodal Natural Language Processing
(NLP) built on cognitive science communication
theories (Cuff et al., 2016), operating as a plug-and-
play across TM platforms for future scaling.

Our goals are to: (1) Design, build, and test an
intelligent digital interface that guides clinicians to-
ward more empathetic communication; (2) Develop
a set of objective measures to assess the system’s
ability to positively impact clinicians’ empathetic
communication; and (3) Design a scalable plug and
play architecture agnostic to TM platforms.

Beyond serving as a tool to improve empathic
communication towards increased patient satisfac-
tion, this project lays the groundwork for additional
research in helping different professions work to-
gether effectively in the TM environment. We be-
lieve our research and investigation come at the
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right time. Collaborative NLP + HCI develop-
ments have been largely unexplored (Blodgett et al.,
2021), yet critical for the next-generation AI-driven
immersive environments, especially in healthcare.

2 Methodology

Our NLP-driven Empathy system is a multitask
multimodal (video, speech, text) machine learning
(ML) framework to train a classifier to recognize
empathetic language in patient-physician commu-
nication. It automatically labels dialogues with
sentiment and emotions, recognizes different types
of empathy (i.e., cognitive, affective, and prosocial
behavior) (Cuff et al., 2016) at the utterance level,
and computes an overall empathy score. Through-
out the dialogue, when the empathy score falls
below a critical level, the system automatically rec-
ommends the top three most plausible empathetic
response suggestions (predicated on the sentiment
and emotion labels, and the dialogue history).1

With this research, we propose an intelligent in-
terface system design, then present various ways to
evaluate it along a number of relevant dimensions.
We assume an ideal NLP system that operates at
the human-level (i.e., gold standard).

Data. In the first phase of the project, we test the
interface design on a dataset of six recorded doctor-
patient interaction videos (three empathetic and
three non-empathetic) collected from a healthcare
training initiative2 (Haglund et al., 2015). The dia-
logues are professionally designed simulations of
five to seven minute interactions, where a doctor,
breaking bad news, is expected to use layperson
terms in a highly empathic language to console and
guide the patient/family. The dataset was already
analyzed and annotated for emotion and empathy
content by trained third-party annotators (under-
graduate Psychology and Social Work students at
the University of Illinois trained in the SPIKES pro-
tocol (Baile et al., 2000)) using annotation guide-
lines consistent with established practices in NLP
(Artstein and Poesio, 2008) and socio-behavioral
research on empathy (Cuff et al., 2016).

In this step, we transcribed the interactions, con-
verted the audio into .wav format, single-channel
recordings, normalized the intensity by -3dB, us-
ing Audacity (AudacityTeam, 2017), and annotated

1The NLP system is currently under development.
2’How should providers deliver bad news’ initiative: Duke

Graduate Medical Center in collaboration with the Institute
for Healthcare Improvement, and Open School.

the audio files with Praat (Boersma and Weenink,
2021). The annotators marked utterance bound-
aries and segmented them by speaker turns, topic
changes, and major syntactic boundaries (i.e., sen-
tence and clause breaks) as needed. They, then com-
pleted utterance-level empathy annotation on the
identified utterances, labeled each dialogue with
emotion and sentiment, and suggested a set of three
plausible empathetic responses at every time-stamp
in the non-empathetic dialogue in need of empa-
thetic intervention (guided by the positive interac-
tion). This dataset/setting was used in developing
the user interface and will be used for its evaluation.

3 Intelligent Empathic Interface Design

Given our task and data, we show the proposed
intelligent interface with its five major functional
regions in Figure1. This is the doctor’s view.3

R1: Top left shows the basic function icons: ac-
count settings; stats; interface modality selection
(video, audio, text). It also includes several stan-
dard icons to control the sound and video.
R2: Top center shows the account owner’s info
(R2a): picture; basic credentials. Top right shows
the other participant’s (interlocutor) info (R2b).
R3: In the center of the screen, there is the text
dialogue. The default window is limited to two-
turn history of the selected time-stamp; with option
to see the entire raw/annotated transcript.
R4 and R5, in the bottom half of the user inter-
face, give the audio and video streams, respectively.
R5 (Empathy statistics) visually shows measured
patient’s distress and doctor’s empathetic score
throughout the dialogue interaction. The user can
stop, replay, and select various timestamps, etc.
For a given time-stamp, a pop-up window suggests
more empathetic responses.

Our long-term plan is to use the interface to
evaluate the NLP system, for example to iden-
tify statistically significant acoustic differences be-
tween empathetic/non-empathetic speech; the ex-
tent to which emotion/empathy perception is en-
coded across modalities, etc.

4 Proposed Evaluation

It is important to recognize that effective skills for
expressing empathy through TM differ from those
used in in-person encounters. Virtual environments

3The patient and nurse pictures used were made available
on Wikimedia Commons under the Creative Commons CC0
1.0 Universal Public Domain Dedication.
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Figure 1: NLP-powered Empathic Interface

force healthcare professionals to adapt communica-
tion skills in a way that maintains professionalism
and fosters the trust needed in medical care. In this
study, we propose to investigate how TM can be
used to assist rather than hinder patient-provider in-
teractions, and to identify how the technology can
support rather than diminish participants’ percep-
tions of expression of understanding, compassion
and willingness to help. Delivering emotional and
empathic suggestions visually as well as presenting
them in an approachable way through a minimal in-
terface is not a trivial task. The user must be able to
relate to the interface and feel supported. Empathy,
however, is a complex construct, its interpretation
and significance being task-specific.

To address the challenges of the empathic con-
struct, we start by focusing on specific tasks of
empathic behaviors: breaking bad news to a pa-
tient. Our primary focus then becomes identifying
elements of both affective and cognitive empathy,
or perspective taking, in which one person attempts
to view the scenario from another person’s perspec-
tive. We analyze empathy as it reflects in the verbal
and nonverbal aspects of the conversation.

To investigate the interface efficacy as an as-
sistive, communication mediation tool, we will
conduct specific Human-Computer Interaction user
studies of the intelligent interface. We propose to
evaluate the interface along a number of dimen-
sions with two third-party evaluators: (1) Health-
care App Developers; (2) Doctors and Patients.
They are first briefed on the task and shown a demo
of the interface. They will then watch the video in-
teractions as they use the interface. Their findings
will be recorded and transcribed, and their answers
to all our dedicated questions and open ended ques-

tions (i.e., their concerns and suggestions) will be
captured. We will then analyze their work and use it
to better design and implement NLP-powered tools
that can give both the doctor and the patient a fric-
tionless and more accessible healthcare experience.
Our focus is on making mainstream TM healthcare
interfaces accessible and easy to use which, in turn,
can lower development costs, increase availability,
and lead to better tech acceptability (Agha et al.,
2002; Annaswamy et al., 2020).

Paying attention to providers’ interactions with
patients can encourage not only empathy but also
the formation of professional identities that em-
body desirable values such as integrity and respect.
Here, we want to build an AI communication me-
diation system that takes an experiential approach,
putting experience and functionality on the same
level. Besides ease of use, efficiency, and compu-
tational aspects, we also want to explore the felt
experience and what really matters to human users
and what it takes to make technology more mean-
ingful. We intend to design a tool that does not
only mediate communication, but also shapes expe-
rience. Most theoretical and practical HCI (Rubin
and Chisnell, 2008) and NLP (Bird et al., 2008)
systems and models focus primarily on quantita-
tive metrics of evaluation. However, experience
is subjective and dynamic, and thus, it emerges,
shapes and reshapes through interactions with ob-
jects, people, environment and how these respond
back to the experiencer (Hassenzahl, 2010). We
believe that, besides required specific medical train-
ing, there is a need to create a space for clinicians
to increase emotional awareness and discuss dis-
tressing aspects of their work.

A. Evaluation with Healthcare App Developers.
To examine our interface’s usability, we will seek
feedback from healthcare app developers on ease of
use (overcrowded interface; too many icons; func-
tionality vs. aesthetics, etc.), user control/freedom,
consistency, easiness in navigating/finding info, etc.
The interface will give a wide range of feedback
statistics during and after the dialogue interaction,
including sentiment, emotion classes and intensity
levels, and empathy scores. Data visualizations
will then make it easy to analyze trend insights.

B. Evaluation with Doctors and Patients. We
plan to use a convenience sample of medical stu-
dents/nurses (male/female) from a major US uni-
versity (School of Nursing) and 25 trained and cali-
brated Standardized Participants (SPs) prepared for

23



the patient role.
We test five ways for physicians to foster em-

pathy during interaction (i.e., ask participants to
consider the doctor’s/patient’s point of view in
the simulation, respectively): (1) recognize one’s
own as well as other’s emotions, (2) address neg-
ative emotions over time, (3) attune to patients’
verbal/nonverbal emotional messages, and (3) be
receptive to negative feedback. The participants
also identify the use of relevant empathic language
features in their evaluation, e.g. offer reassur-
ance/support, express concern, repeat information,
listen well, give enough time to the patient to pro-
cess the news, and elicit open ended questions.

A final participant evaluation (a five-point Likert
scale) captures the overall score of the patient’s
perception of physician’s empathy during the visit
(evaluator ’as if’ the patient) and the overall score
reflecting the observer’s evaluation of the intelli-
gent interface. Once any of the three output dimen-
sions of empathy drops beyond a threshold level,
the system recommends an immediate action: (1)
make the physician aware of their behavior and
urge them to adjust (i.e., ‘be respectful’, ‘slow
down’, ‘be more inclusive’, ‘be more friendly’,
etc.); (2) make the physician aware of the patient’s
behavior and urge them to respond compassion-
ately (i.e., “calm them down, if angry”; “offer com-
passion, if anxious, sad”; “offer encouragement, if
there is desire for positive change”, etc.).

5 Limitations and Potential Risks

A. Privacy, data concerns, accessibility, and per-
sonalization need to be addressed because AI mod-
els often rely on sensitive patient data to make
decisions and predictions. Emotion AI models are
increasingly better at understanding patient emo-
tions, but expert human supervision is necessary,
hence part of the interface design. Without earning
users’ trust and confidence, AI for emotional sup-
port will not achieve its potential to help people. In
our system, we will make it clear that we use ag-
gregate, de-identified user data collected solely for
research purposes (subjects decide to participate).

The pandemic drove people of all abilities to use
digital products they never used, products where
accessibility was often overlooked. Most TM plat-
forms do not have custom features to ease health-
care communications (Annaswamy et al., 2020).
Moreover, TM providers may not be able to un-
derstand/address the accessibility issues with their

patients even if the system was designed properly.
Web accessibility standards also need to be adjusted
to TM platforms (W3C, 2021). We plan to make
our digital experience accessible, and also consider
aspects that were less explored in TM.

Our system allows interface developers to cus-
tomize the default visualizations/feedback to match
the system’s aesthetics and goals. Customization
should further be available to the end-user and meet
her individual healthcare preferences and needs
(i.e., privacy controls around revealing one’s abili-
ties, security controls towards third-party devices
combined with personal assistive technologies).
B. Limitations of TM Setting. The TM tech-
nology brings benefits to medical care but also
adds limitations, as it changes the verbal/nonverbal
doctor-patient communication, and mandates fo-
cused attention of doctor and patient. Unlike in tra-
ditional medical visits, where doctors/patients have
physical proximity and communicate fully, with
TM, non-verbal communication is limited and vi-
sual communication might be obstructed/distorted.

To counter this loss of patient-doctor informa-
tion, both the doctor and the patient need to be
intentionally focused. Doctors must address pa-
tients/family by name, nod, smile and provide au-
ditory feedback to show they understand and em-
pathize. Both doctors and patients must avoid dis-
ruptions outside the medical TM visual field.

However, even with the TM limitations, research
so far found no reduction in patients’ perceived
level of physician empathy (Nelson and Spaulding,
2005). In fact, in TM visits, with the doctor driv-
ing about two-thirds of the medical dialog (Ong
et al., 1995), TM patients reported higher satis-
faction. We argue that, in order to make up for
the lack of non-verbal communication, in TM vis-
its, doctors increase verbal communication, voicing
agreement more and overall, providing more varied
verbal feedback that improves the socio-emotional
connection with patients. Even though more re-
search is needed over a longer period of time, we
believe there is a TM technology paradox: the lim-
itations introduced by the TM technology (reduce
communication - non-verbal) in fact force develop-
ing the very behaviors they were expected to hinder
(increase communication - verbal).
C. Potential Risks in Emotional AI. AI is a nec-
essary tool in TM solutions to assist with emo-
tion detection. At the same time, it increases
the risk for emotion mis-identification and, worse,
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has the potential to generalize this across large
groups of patients. For example, emotional AI
can fail to capture how neurodivergent and neu-
rotypical patients (Jurgens, 2020), or patients of
various ethnicities/cultures, ages, genders express
emotions, and thus easily mis-identify negative
for positive emotions ((Rhue, 2018). The smile
of a Japanese patient might be used to show re-
spect or hide her true emotion, while for an Ameri-
can/Australian/Canadian patient it might be a sign
of happiness. Some research found that, as com-
pared to men, women not only seem to smile more
but they might also do so on purpose, to diffuse a
negative situation (LaFrance, 2002). Without inten-
tional, situated research and implementation, the
TM solution can easily stereotype some patients
and miss-qualify the experience of others.

For successful TM, the emotional AI algorithms
must account at least for cultural, age and gender
differences in patient behaviors. They must also be
able to identify extreme views, (e.g. racism, xeno-
phobia, homophobia or ageism) that can lead to
miss-interpreting doctor-patient communications
in TM visits. This is possible only when inten-
tionally hiring diverse teams to develop the TM
solution, e.g. psychologists, ethicists, healthcare
professionals and software engineers. Allowing
for multi-modal inputs, e.g. not only facial recog-
nition (of smiles) but also voice inflections, tone,
or choice of words, is crucial to correctly identify
emotions and avoid bias and stereotyping. Previous
research has shown that multi-modal information,
grace to complementarity benefits, is much more
valuable than individual information – e.g. when
used individually, accuracy in facial coding, bio-
metrics, and electroencephalography (EEG) was
9% - 62%, but increased to 77%-84% when com-
bined (Nielsen, 2016). In AI, multimodal emotion
and empathy detection architectures are still in their
infancy with their own challenges (for a survey, see
(Zhao et al., 2021)). In our study, we intend to con-
tribute to multi-model TM solution development.

6 Future Considerations

As healthcare technologies advance, NLP solutions
also need to evolve to address the changing needs
of TM providers, in particular, to improve the pa-
tient/family/caregiver - clinician communication
with empathy and compassion. Our proposal to
design and build an AI-powered interface to better
guide/train medical professionals is timely.

With our reliably-evaluated interface, we can
develop objective data-driven measures of empa-
thy and foresee that they can leverage the promise
of data analytics, thus shedding new light, from a
novel quantitative perspective, on the construct of
empathy (as a psychological and socio-behavioral
phenomenon) and its indicators in linguistic behav-
ior. These resources have the potential to present an
entirely new framework to investigate, analyze, un-
derstand, and automatically detect empathy using
advanced language processing technologies.

Our proposed emotionally-intelligent interface
contributes to research on how to decode human
behaviors with respect to empathy expression, per-
ception and action. We combine computer science,
engineering, language, medicine, human-centered
design and education to extend our understand-
ing of one another during the two-way audiovisual
communication that has become ubiquitous in the
lives of many patients seeking health care. Such
a system is a novel knowledge-rich resource that
could unlock new breakthroughs in our understand-
ing of linguistic discourse-analytic and behavioral
indicators of empathy to help shape communication
training for physicians and others.

For future successful TM solutions, in our opin-
ion, the following system, doctor and patient needs
will drive continued development. First, we see
a multi-country trend to develop healthcare sys-
tems that provide both traditional and modern
medicine intentionally integrated (healthcare sys-
tem need). For this, TM would greatly benefit
from a multimodal and multisensory patient eval-
uation, the basis of traditional medical practices
(Girju, 2021). Second, with increasing invested
interest and medical knowledge, patients and their
families want to be active co-contributors in the
healthcare process (patient need). The future TM
interface must welcome patients to share private
pictures, videos, notes about their health journey.
Third, doctors need future TM solutions to be best
training tools not only to meet their varied indi-
vidual learning styles (visual, auditory, kinestetic)
but also tools that they can use for self-training on
demand (healthcare professional need). To meet
all these needs, we believe only TM solutions with
smart, immersive and empathic interfaces designed
as interactive, adaptive environments that facilitate
versatile multimodal and multisensory engagement
for more efficient, aesthetic, memorable, and heal-
ing medical experiences will be successful.
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