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Abstract

Social media and online forums have made it
easier for people to share their views and opin-
ions on various topics in society. In this paper,
we focus on posts discussing investment related
topics. When it comes to investment , people
can now easily share their opinions about on-
line traded items and also provide rationales to
support their arguments on social media. How-
ever, there are millions of posts to read with
potential of having some posts from amateur
investors or completely unrelated posts. Identi-
fying the most important posts that could lead
to higher maximal potential profit (MPP) and
lower maximal loss for investment is not a triv-
ial task. In this paper, propose to use determi-
nantal point processes and variational autoen-
coders to identify high quality posts from the
given rationales. Experimental results suggest
that our method mines quality posts compared
to random selection and also latent variable
modeling improves improves the quality of se-
lected posts.

1 Introduction

The internet revolution and the social media era
has made it easy for the public to create and share
information including their opinions about certain
aspects in society like politics (Chambers et al.,
2015), economy (Pekar and Binner, 2017), finance
(Chen et al., 2021b) and investment (Wang et al.,
2020). When it comes to investment, it is now
so simple for people to share their opinions about
online traded items in online platforms, stock in-
vestment websites in real time. These numerous
public comments are of great value in reflecting
market conditions and making trading decisions.

The open nature of most of these online plat-
forms means that anyone can share any informa-
tion whether they are experts on the topic being
discussed or not. This presents a serious challenge
in identifying high quality opinions especially for
critical purposes like investment from such a large

crowd of mined results. When people are giving
their investments opinions, they provide supporting
augments which we define as rationales supporting
their reasoning. In the paper, we use the rationales
behind the view points by sorting out the opin-
ions that would to higher maximal potential profit
(MPP) and lower maximal loss (ML) (Chen et al.,
2021a).

The majority of the previous studies have lied on
the idea of large numbers using average results ob-
tained from popular tasks for example opinion min-
ing and sentiment analysis. The most recent and
competitive approach by (Chen et al., 2021a) identi-
fies posts of high quality by making an assumption
that these posts will have similar characteristics as
those written by experts.

In this work, we present an approach based on
idea that high quality opinions are those that are
less redundant but at the same time highly valu-
able. Unlike the previous approaches, we do not
use any documents written by experts since they
may not be available but rather only base on con-
textualized representations from the provided ra-
tionales using sentence transformers (Reimers and
Gurevych, 2019). We select begin by identifying
groups of similar opinions by performing joint di-
mensionality reduction and deep clustering on the
embedding space of the opinions using variational
autoencoders (Märtens and Yau, 2020). Determi-
nantal point process (Kulesza and Taskar, 2010)
are then used to select a set of representative opin-
ions from the groups identified by variational au-
toencoders while maintaining high diversity among
them.

2 Related Work

Social media and online data have exponentially
grown in the last few years and many domains are
trying it to leverage to their advantage. Some previ-
ous works have focused on utilizing user-generated
data from social media (Ghosh Chowdhury et al.,
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2019; Rouhizadeh et al., 2018), online forums
(Wang et al., 2010), and e-commerce platforms
(Backus et al., 2020). Most existing works aims to
find clusters, topics, classes or categories from so-
cial media data (Jiang et al., 2019; Preoţiuc-Pietro
et al., 2019). These approaches usually take into
account the law of large numbers and simply aver-
age the results extracted from tasks such as opinion
mining and sentiment analysis.

Few of the previous works have focused on eval-
uating opinion quality. Zhongyu and Yang used
feature-based methods using textual information
in the comments and social interaction related fea-
tures (Wei et al., 2016). Ying and Duboue provided
an annotated pilot dataset and used a vanilla neural
network with semantic information to classifica-
tion (Ying and Duboue, 2019). The most recent
work is then one by (Chen et al., 2021a) that lever-
ages high-accuracy models trained on documents
written by experts and the crowd to mine high qual-
ity opinions from the crowd. In contract, to the
existing work, we take a purely unsupervised ap-
proach using determinantal point processes and
variational autoencoders without assuming access
to documents written by experts.

3 Methodology

This section describes our proposed methodology
to identify the most import important opinions from
a pool of opinions provided by amateur investors.
Our methodology is based on the assumption that
the most important articles should not be redundant
but at the same time should contain the most valu-
able information that could lead to higher MPP and
lower ML.

3.1 Text Representation

We obtain embeddings for all the input sentences
using a pre-trained SBERT (Sentence Bidirec-
tional Encoder Representations from Transform-
ers) (Reimers and Gurevych, 2019). SBERT is
a modification of the pre-trained BERT networks
using Siamese and triplet networks, which make
it able to derive semantically meaningful sen-
tence embeddings. This model was trained using
Stanford Natural Language Inference(SNLI) and
Multi-Genre Natural Language Inference (MNLI)
datasets. SNLI contained 570, 000 annotated sen-
tence pairs and MNLI contained 430000 annotated
sentence pairs.

3.2 Latent Variable Modeling
In this section, we use a variational autoencoder (a
likelihood based deep generative model) for iden-
tifying the most interesting groups from a large
collection of online posts. Deep generative mod-
els define a joint probability distribution over a set
of random variables composed of multiple layers
of hierarchies. Our methodology is based on an
assumption that online posts belong to a certain
unobserved latent space, and it is only sufficient
to read through only representative posts from the
same group.

More formally, let x = {x(i)}Ni=1 be a dataset
consisting of N Independent and identically dis-
tributed (i.i.d) samples of a variable x in a poten-
tially high-dimensional space. We make an assump-
tion that data is generated by some random process
involving an unobserved continuous random vari-
able z in a much lower dimensional space. Suppose
that z has a normal prior distribution z ∼ N (0, 1)
and that fθ(z) is a family of deterministic func-
tions given by deep neural networks. The process
of latent variable modeling involves of two steps:
(1) Latent variables z are generated from some
prior distribution p(z). (2) Observed variables x
are generated from some conditional distribution
p(x|z).

The goal here is to learn the model distribution
p(x) to fit parameters of the true data distribution
as well as possible. This is achieved by minimiz-
ing the Kullback-Leibler (KL) divergence between
the two distribution equivalent to maximum like-
lihood objective. Our focus is on latent variable
models, which define the marginal log-likelihood
via a latent variable z

log p(x) = log

∫
p(x|z)p(z)dz (1)

Assuming that conditional likelihood is described
by the Gaussian likelihood just like the prior distri-
bution; xi|zi, θ ∼ N (fθ(zi), σ

2).
Estimating log pθ(x) involves an intractable in-

tegral, VAE instead optimizes maximizing a varia-
tional lower bound LV AE(x) on the log-likelihood
log p(x) ≥ LV AE(x) where:

LV AE = Eq(z|x)[log p(x|z)]−KL(q(z|x)||p(z))
(2)

In a standard VAE, the variational approxima-
tion q(z|x) is known as the encoder and the latent
variable z is known as the decoder. Since our inter-
est lies in identifying the groups of similar articles
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from where we can sample from, we use a decoder
that has a mixture prior during the decoding pro-
cess as proposed by Martens and Yau (2020).

The mixture prior is introduces a set of basis
functions f (k)

basis parameterized by neural networks.
The decoder in the standard VAE is replaced with
a basis decoder network fbasis : RQ → RP with
output mapped to the data via a categorical ran-
dom variable, that is for every data dimension
m ∈ {1, ..,M}

f
(m)
decoder(z) =

K∑

k=1

wm,k.f
(k)
basis(z) (3)

where {wj,1, ...wj,K} ∼ Categorical(λ1, ..., λK)
(Märtens and Yau, 2020).

We identify the high quality opinions by
selecting from the categorical distributions
Categorical(λ1, ..., λK) using determinantal
point process (DPP).

3.3 Determinantal Point Process
Let S = {1, .., n} denote a finite ground set con-
taining n items corresponding to all sentences from
one of the K groups identified by the variational au-
toencoder. Our goal is to find subsets of sentences
s ⊆ S from all the K group that are most likely to
lead to higher maximal potential profit (MPP) and
lower maximal loss (ML).

A point process P on a discrete set S is a proba-
bility measure on 2S (the set of all possible subsets
of S). P is called a determinantal point process
if there exists a positive semi-definite matrix L in-
dexed by elements of S such that if S ∼ P , we
have

P(Y ;L) =
det(Ls)

det(L+ I)∑

s⊆S
det(Ls) = det(L+ I)

(4)

where det(.) is the determinant of a matrix; I is
the identity matrix; L ∈ Rn×n is a positive semi-
definite matrix known as L−ensemble. Lij is a
measure of the correlation between sentences i and
j, Ls is a sub matrix of L containing only entries
indexed by elements of s ⊆ S.

We decompose the kernel matrix L−ensemble
matrix assuming L is Gram matrix adopted from
(Kulesza and Taskar, 2010): Lij = qi.Zij .qj where
qi ∈ R+ is a positive real number indicating the
quality of a sentence and Zij is a measure of simi-
larity between sentences i and j. Let s = {i, j} be

a summary containing only two sentences i and j,
its probability P(Y ;L) can be computed as:

P(Y = {i, j};L) ∝ det(LY )

=

∣∣∣∣
qiZiiqi qiZijqj
qjZjiqi qjZjjqj

∣∣∣∣
= q2i .q

2
j .(1− Z2

ij)

(5)

If two sentences i and j are similar to each other,
denoted by Zij , then any subset containing both
sentences will have low probability of inclusion.
The selected subset S achieving the highest prob-
ability thus should contain a set of high-quality
sentences while maintaining high diversity among
the selected sentences via pairwise repulsion.

4 Experimental Results

4.1 Evaluation
The quality of the top retrieved opinions are eval-
uated using maximal potential profit (MPP) and
lower maximal loss (ML). To calculate MPP and
ML, we follow the opinion of the post on day t
when entering the market at opening price on day
t+ 1. The maximum possible profit and the maxi-
mum loss are traced during the backtesting period
to find the unrealized return of the trading based on
the opinions of amateur investors. For bullish opin-
ions posted on day t, MPP and ML are calculated
as shown in Equation 6 (Chen et al., 2021a):

MPPbullish = (max(H(t+1,T ))−Ot+1)/Ot+1

MLbullish = (min(L(t+1,T ))−Ot+1)/Ot+1

(6)

where Ot represents the opening price of the day
t, Ht,T denotes a list of the highest price of the day
t to day T , Lt,T denotes a list of the lowest prices
of day t to day T , and T is the last day of the back
testing period.

For bearish opinions posted on day t, the MPP
and the ML are calculated as follows in Equation 7
(Chen et al., 2021a):

MPPbearish = (Ot+1 −min(L(t+1,T )))/Ot+1

MLbearish = (Ot+1 −max(H(t+1,T )))/Ot+1

(7)

4.2 Data
The dataset used for experiments in this paper was
provided by the organizers of the shared task on
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Model Average MPP Average ML
Random 11.94% -17.28%
DPP 11.34% -6.77%
DPP-VAE 14.81% -5.85%

Table 1: Experimental results showing average Maximal potential profit (MPP) and Maximal Loss (ML) of the the
top 10% of the posts identified by proposed method (DPP-VAE) and the comparison methods

Evaluating the Rationales of Amateur Investors
(ERAI) organized at FinNLP: The Fourth Work-
shop on Financial Technology and Natural Lan-
guage Processing at EMNLP 2022. The dataset
consists of of social media posts from 2019/05/13
to 2019/06/13 consisting of 210 texts of investors’
opinions written in text (Chen et al., 2021a).

4.3 Experimental Setup
We used sentence transformers library (Reimers
and Gurevych, 2019) to obtain sentence represen-
tations of opinions. BasicVAE(Märtens and Yau,
2020) was used for latent variable modeling and im-
plementing translation invariant variational autoen-
coder. Determinantal Point Processes (DPP) were
implemented using submodlib library (Kaushal
et al., 2022).

4.4 Discussion
In this section, we discuss the results obtained with
our model (DPP-VAE) and other comparison meth-
ods in terms of average maximal potential profit
(MPP) and lower maximal loss (ML). Table 1 sum-
marizes the average results of the top 10% of the
posts on the ERAI dataset. For interpretation pur-
poses, the higher the MPP and the lower the aver-
age absolute ML, the better the model performance.

Our results demonstrate that selecting the most
important and diverse opinions from the a pool of
investor opinions can lead to a lower average ML
(−6.77% against −17.28%). Contrary to our ex-
pectations, a naive random selection for our case
can sometimes be better than a careful selection
in terms of average MPP (11.94% versus 11.34%).
The difference in average lower maximal loss (ML)
between random selection and DPP could be possi-
bly be attributed to the fact that DPP select the most
diverse opinions. This can be seen as a more risk-
averse strategy of investment which would lead to
lower maximal loss but not necessary higher prof-
its.

Our proposed methodology (DPP-VAE) which
combines latent variable modeling and DPP reg-
isters a significant performance gain in terms of

average MPP over naive random selection (14.81%
against 11.94%) and average ML (−5.85% ver-
sus −17.28%). These performance differences re-
enforces that careful selection rather random selec-
tion of opinions or articles to read is very key to
achieve optimal results.

Our experimental results as demonstrated in Ta-
ble 1 also demonstrate the importance of latent
variable modeling in reducing redundancy over se-
lected opinions from the crowd. The performance
difference can be attributed to the fact that the
marginal benefit of reading two important articles
from the same groups (assumed to be similar) is
much less than reading two important articles from
different groups.

However, the proposed method (DPP-VAE)
is still out-performed by the top method pro-
posed in (Chen et al., 2021a) in terms of average
ML (−2.46% versus −5.77%) and average MPP
(17.61% versus 14.81%). The difference in per-
formance can be attributed that methods leverages
high accuracy models trained on documents written
by experts to mine top of opinions. Much as their
method is unsupervised but stylistic and semantic
features learned from expert documents contributes
significantly to their performance. Our method
assumes no access to any documents written by ex-
perts which in most cases may not be available and
thus takes a completely unsupervised approach.

5 Conclusion

In this paper, we propose an approach that iden-
tifies the most diverse and important opinions a
large pool of opinions as high quality opinions.
The proposed approach approach (DPP-VAE) com-
bines variational auto-encoders and determinantal
point process (DPP) to mine top quality opinions.
The rationale behind our methods is that looking
at diverse and well-represented opinions from a
large crowd is more likely to lead to average max-
imal potential profit (MPP) and lower maximal
loss (ML). Experimental results reveal that our pro-
posed method improves over baseline determinan-
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tal point process (DPP) and also achieves signifi-
cant performance gains over random selection.

Results further reveal that the gain obtained from
our method (DPP-VAE) on average ML is much
more than that obtained on average MPP. We at-
tribute this to the fact that reading diverse opinions
from different investors may be seen as a more risk
averse strategy. As future work, it is important
to experiment how guiding a determinantal point
process selection with a few opinions written by
experts would boost its performance and also ex-
tending the methodology beyond the ERAI dataset.
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