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Abstract

One key challenge in multi-document summa-
rization is the generated summary is often less
coherent compared to single document summa-
rization due to the larger heterogeneity of the
input source content. In this work, we propose
a generic framework to jointly consider coher-
ence and informativeness in multi-document
summarization and offers provisions to replace
individual components based on the domain
of source text. In particular, the framework
characterizes coherence through verb transi-
tions and entity mentions and takes advantage
of syntactic parse trees and neural modeling for
intra-sentential noise pruning. The framework
cast the entire problem as an integer linear pro-
gramming optimization problem with neural
and non-neural models as linear components.
We evaluate our method in the news and legal
domains. The proposed approach consistently
performs better than competitive baselines for
both objective metrics and human evaluation.

1 Introduction

Multi-Document  summarization (MDS) ap-
proaches generate the summary of a corpus of

documents consisting of a set of related topics.
Extractive summarization techniques extract a
subset of sentences which topically represent the
input corpus in a stipulated summary space (Lin
and Bilmes, 2011). On the other hand, abstractive
summarization techniques constructs a semantic
representation of the source text and constructs
the summary in its own learnt writing style (Tan
et al., 2017). Despite the attempts for abstractive
summarization techniques using neural methods,
extractive summarization techniques reserve its
space for formulating ready to use summarization
approaches. However, a set of (selected) sentences
put together without considering the ordering and
coherence of the content may not make much
sense to the summary reader (Guinaudeau and
Strube, 2013; Barzilay and Lapata, 2008). Hence,
the to make such text generation applications
more accessible to users, it is essential to improve
qualitative dimensions such as coherence. Studies
on human written summaries shows that generic
information is more relevant for summary content
while more specific information is considered to
be irrelevant (Louis and Nenkova, 2011). In MDS,
the unit of extraction is sentences. Long sentences
could often contain irrelevant information that is
not essential to the summary and thus regarded
as noisy information (Knight and Marcu, 2000).
Hence MDS systems should ideally be equipped
for pruning intra-sentential noise.

Most previous work for extractive MDS gave
less importance in improving summaries in qual-
itative dimensions such as coherence and pro-
vided an incoherent reading to the summary
reader(Takamura and Okumura, 2009). A subset of
previous work aimed at removing intra-sentential
noise by sentence compression (Berg-Kirkpatrick
etal., 2011). Such works were successful in remov-
ing intra- sentential noise, however the problem of
incoherent reading can be more severe as the parts
of the sentences pruned away can be important

247

Proceedings of EMNLP 2022 Industry Track, pages 247-253
December 9-11, 2020. ©2022 Association for Computational Linguistics



Input Document Sentences

S4) Alberta Press Act Reverence4 1938), also called Reference Re Alberta Leg\s\al concerne
province, when calle to do s0 by a govermment offcial, to publish t s rebuttal ism that had appeared in the newspaper.

rta statutes, one of which, the Accurate News and Information Act, would have compelled each newspaper in the

S2) The new bills in question were the Bank Taxation Act, an Act to Amend the Credit of Alberta Regulation Act and the Act to Ensure the Publication of Accurate News and information.

$5) " On October 6, 1937, Lieutenant Governor Bowen announced that he was reserving Royal Assent on the three bills unil they could be sent to the Supreme Courtfor review.
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The new bills in question were the Bank Taxation Act, an Act to Amend the Credit of Alberta
Regulation Act and the Act to Ensure the Publication of Accurate News and information. Alberta.
Press Act Reforence( 1938), concerned 4 Alberta statutes, one of which, the Accurate News and
Information Act, would have compelled each newspaper in the province, o publish the.

governments rebuttal ared in the newspaper. Lieutenant Governor
Bowen announced that he was reserving Royal Assent on the three bils.

OUTPUT SUMMARY

Figure 2: Flowchart for Coherent and Noise-Free Multi-Document Summarization with Input and Intermediate and
Final Outputs: Figure depicts the summarization of an input corpus containing three sentences. Left side of the
figure depicts the corpus graph constructed while right portion depicts the extracted sub-graph. Sentence nodes and
sentence pair edges are depicted in red, syntactic tree nodes and edges are depicted in black and entity nodes, and

entity pair edges are depicted in blue.

for topical continuity and for coherence. Very few
works formulated methods to improve topical co-
herence between sentences in the summary by con-
structing corpus level discourse graph or by com-
puting entity transition probabilities (Christensen
et al., 2013; Wang et al., 2016). However such
works had no mechanism for pruning intra- senten-
tial noise. Through the current work we present a
hybrid approach using Integer Linear Programming
(ILP) and neural models which jointly does relevant
and informative content selection, sentence com-
pression for noise pruning and content ordering
for coherence. We investigate for a framework as
shown in Figure 1 which gives good cross-domain
performance with minimal replacement of compo-
nents.

2 Related Work

Text summarization can be achieved using ex-
tractive (Takamura and Okumura, 2009; Lin and
Bilmes, 2011; Wang et al., 2008) and abstractive
methods (Bing et al., 2015; Li, 2015). Extractive
summarization has the advantage of output fluency
due to direct use of human-written texts. However,
because of the higher level of granularity exhib-
ited by sentences, these approaches cannot ensure
anoise free and coherent summary. A subset of pre-
vious extractive summarization approaches utilized
parsed sentence structures to execute noise prun-
ing while extracting content for summary (Morita
et al., 2013; Berg-Kirkpatrick et al., 2011). But
these techniques can merely prune noise, and can-
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not ensure a coherent reading for the summary
reader. The attempt to achieve coherence in muti-
document summarization was attempted by some
of the extractive summarization system. (Chris-
tensen et al., 2013; Wang et al., 2016). However
the attempts to achieve coherence in an MDS sce-
nario often cope with intra- sentencial noise for
coherence.

3 Method

Approach: We formulate an approach which en-
sures the construction of multi-document extractive
summaries encompassing relevant and coherent
content as depicted using Figures 1 and 2. The
approach involves two steps, represented by blue
rectangular boxes in the figure.

* Preprocessing: Identify named entities in the
documents and parse the sentences in the input
set of documents using a syntactic dependency
parser. Construct a ‘Corpus Graph’ which pro-
vides means for tracking coherent and relevant
content and for noise removal.

e Summary Extraction: Extract a sequence of
noise- pruned sequence of syntactic subtrees
which hold coherent, relevant and grammati-
cally accurate information. The sequence of
subtrees can be directly linearized to a coher-
ent sequence of sentences.

The following subsections explain each one of
these steps in detail.

3.1 Prepossessing and Corpus Graph
Construction

At this stage, named entities in the input corpus sen-
tences are identified and chunked !. Subsequently,
the sentences in the input corpus is parsed into syn-
tactic dependency trees 2. The set of syntactic de-
pendency trees are transformed into a corpus graph
by adding extra nodes and edges (Figure 2). The
graphs contains Sentence nodes (5;) and Dummy
start (Sstqr¢) and end nodes (S,,,q), Sentence Pair
Edges ( E;;), Syntactic Trees Nodes N;;, Named
Entity Node N;;, Entity Pair Edges (K Ejj mn) T€p-
resented by red colored circles, red colored arrows,
ellipses drawn in black lines, rectangles drawn in
blue colored lines and blue colored double lines
respectively.

"https://stanfordnlp.github.io/CoreNLP/ner.html
Zhttps://nlp.stanford.edu/software/lex-parser.shtml

3.2 Summary Extraction

Using Corpus Graph, we tranform summary
extraction into a sub- graph extraction problem.
The extracted subgraph SG should be of the
form of the graph depicted at the right portion
of the Figure 2. The extract should represent a
sequence of sentence nodes with syntactic subtrees
containing the most salient information attached
to them. The syntactic substrees are formed by
removing noisy portions of the original syntactic
trees. The sequence should maximize coherence
quantified by the selected set of sentence pair and
entity pair edges. The total size of the text content
held by the selected sequence of subtrees should be
within the specified summary size. We formulate
the sub- graph extraction from corpus graph as an
integer linear programming(ILP) problem. Our
ILP formulation is given below.

Maximize,

FX)=A > SSal(S;) * szi+
S;eSN

Ao > NSal(ngg) * nxgj+
TLZ']'ETN

A3 Y ESal(eij,ik) * €Yij ikt
eij,ikETE

LYEEDS

eij’ikﬁEE

eSim(ne;j, neir) * SYijik+

)\5 Z P’I“Ob(SZ’, SJ) % Eyij_
E;;eSE

)\6 Z SSZm(S’th)*Ey,]
E;;eSE

)]

Subject to Constraints,

VSiES, SjES

2 % (Ey,-j + E'yji) — (SCCZ + S.CUZ) <= 1(61)

VS, 3 Eyij = 1,3 Eyji = 1(c2)
J J

E Eystart,i =1, Z Eyi,end = 1(03)
S;eS S;eS
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> Eyij — > Eyji = 0(cs)
J j

>, Szi+ Y. Eyij =0(cs)
S;eS EijESE

VNijETN, St; — nTij >= 0(66)

VSJ'GS, Z Nnxi;; — Sx; >= 0(67)
Ny eTN

Veijinel B

nxi; + ni; — 2ey;;.ik <= 1(cg)
naxi; + ni; — 2ey;;.ik >= 0(c)
if DepReln(e;; i1, ) eGramRelns
nxi; — nxi, = 0(c1o)

V.S;€S,

STi — Nyjroot = O(Cll)

sti—( 2 mwy— > eyija) = 0(c12)
NijeTN NL']'€TE
Vnigel'N, > eyija — naij(c13)
eijﬂikeTE
Vee,-j,mneEE,
2 % 8Yijmn — (NTij + NTmp) >= 0(c14)
2 % 8Yijmn — (NTij + NTmp) <= 1(c15)

(Eyzm + Eymz) — SYijmn >= 0(616)

> size(ng) * nxy; <= SumSize(ci7)
n;;el’'N

Z ST; <= N(Clg)
S;eS

Where,

X = (.sxi., -Eyij-7 NZTi5., .eyij’ik., -Syij,ik-)
represents a binary indicator vector corresponding
to a candidate subgraph SG to be extracted. SN is
the set of sentence nodes, SE is the set of sentence
pair edges, T'N is the set of synatctic tree nodes,
TFE is the sentence tree edges and E'E is the set
of entity pair edges. Indicator variables in SG
represents different components of the graph as

follows.

3.2.1 Linear Components of F:

SSal, NSal and ESal computes salience of sen-
tence, node and edge respectively. .S.S¢m computes
the similarity between sentences while £.Sim com-
putes similarity between entities. Prob returns the
transition probablity of main verbs of parameter
sentences, pre- computed using a large domain
specific corpus. S.Sim is used to penalize the re-
dundant content in candidate summaries. FSim
and Prob contributes for encouraging coherence
of the summary to be extracted.

3.2.2 ILP Constraints:

The constraints c¢; to c5 ensures the consistency be-
tween sentences nodes and sentence pair edges in
SG. Also ensures that extracted subgraph contains
a sequence of sentence nodes. cg to cg ensures the
consistency of selection between sentence nodes,
tree nodes and tree edges. DepReln return the
dependency relation corresponding to the param-
eter tree edge and GramRelns contains the de-
pendency relations required ensure grammaticality.
The constraint c¢ig ensures that nodes which are
essential for a syntactic subtree to hold grammati-
cally accurate information won’t be pruned away.
N&;iroot indicates the root node of the syntactic tree
corresponding to .S; and the constraint c;; ensures
that subtrees extracted are rooted at the original
root node. Constraints cqs to c¢i¢ ensures that en-
tity pair edges are active only when corresponding
named entity nodes are selected and when corre-
sponding sentences are neighbours in the sequence
of sentence nodes contained in SG.

4 Experiments and Results

4.1 Data

We evaluate our method using the test sets of DUC
2004 3 and corpus MDS testset released by (Zopf
etal., 2016) for law & Politics domain. We resort to
standard ROUGE metric (Lin, 2004) for measuring
content selection and rely on human evaluation for
measuring coherence and linguistic quality. We
tune our hyper parameters using the DUC 2003
dataset*.

3http://duc.nist.gov/data.html
*http://duc.nist.gov/data.html
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D-2004(News) Law
System R-1 R-2| R-L| R-W R-1 R-2 R-L R-W
Lin and Bilmes (2011) 39.3| 10.7| 387 15.7 41.4 9.7 40.75| 21.90
Berg-Kirkpatrick et al. (2011) 36.3 83| 373| 137 40.14| 9.12| 39.91| 21.70
Bing et al. (2015) 34.0 73| 33.0| 11.6 41.3| 8.09 41.3] 21.12
Christensen et al. (2013) 37.3 82| 37.0 13.9 36.25| 7.18 37.0] 18.16
Wang et al. (2016) 39.0 9.3 373 13.7 39.30| 8.75] 38.25] 19.30
Current System + G-Flow 38.3 9.8 38.0| 13.6 40.7| 9.33| 4091 | 21.37
Current System + BertSum 37.7 9.3| 37.7| 129 - - - -
Table 1: Comparison with state of the art. In the Table R represents Rouge
Coh Inf Gram

Peer Systems(PS) PS| OS| AMB PS| OS| AMB PS| OS| AMB

Lin and Bilmes (2011) 21 79 0 60 30 10 63 29 8

Berg-Kirkpatrick et al. (2011) 19| 72 9 321 45 23 31 37 32

Bing et al. (2015) 20 67 13 34| 60 6 37| 40 23

Christensen et al. (2013) 43 54 3 18 60 12 70 17 13

Wang et al. (2016) 40 52 8 30| 61 9 701 27 3

Kappa 73 77 72

Table 2: Human Evaluation: In the Table, PS is Peer System, OS is Our System, Amb is Ambiguous, Coh is
Coherence, Inf is Informativeness and Gram is Grammaticality

4.2 Settings

4.2.1 Salience Functions

¢ SSal: To compute sentence salience we use
the same linear regression function proposed
by Christensen et al. (2013). For news domain,
we also leverage BertSum (Liu and Lapata,
2019) for computing sentence relevance.

NSal: To compute syntactic tree node
salience we use the neural model proposed
by Kurisinkel et al. (2019) which leverage
syntactic context information to compute the
salience of a node.

E Sal:We set the weight of syntactic tree edge
e as the freeuency of Dy;gqn, Which is the
bigram constituted by the words incident on
e.

4.2.2 Similarity Functions: SSim & ESim

We relay on overlapping words for entity similarity
and the similarity is computed using Jaccards In-
dex(Hamers et al., 1989) entity word sets. For sen-
tence similarity we rely on the method suggested
by (Pawar and Mago, 2018). They compute the
semantic similarity between sentences based on
word similarity, sentence similarity and word order
similarity.

4.2.3 Verb Transition Probability: Prob

We learn the fully connected neural network to
learn verb transition probabilities. To learn the
probabilities, we collect corpus of 16000 and 4500

251

documents in news and legal domains respectively.
We extract main verbs from each sentence in the
document using Standford Parser°.

5 [Evaluation

5.1 Evaluation of Content Coverage

We evaluated content coverage of the summary us-
ing objective metrics such as ROUGE. As show
in the Table 1, results are reported in terms of
ROUGE-1, ROUGE-2 and ROUGE -L. (Lin and
Bilmes, 2011) consistently performed well in terms
of ROUGE score. They incorporate a monotone
sub-modular scoring function which is designed for
quantitatively improving content coverage. Sub-
modular maximization functions cannot be incor-
porated in an ILP setting with provision for im-
proving coherence. Our approach yielded results
that is comparable with (Lin and Bilmes, 2011)
while out performing most of the other systems
considered for evaluation. Other systems which
incorporated coherence (Wang et al., 2016; Chris-
tensen et al., 2013) did not perform well in the
evaluation for content coverage. We observe that
these systems compromised on relevant content
without any means for removing intra- sentencial
noise. However, our approach for coherent sum-
marization incorporates means for intra- sentential
noise pruning performed well in terms of ROUGE
evaluation.

>https://nlp.stanford.edu/software/lex-parser.shtml



System Summary

concerned 4 Alberta statutes, one of which,

The new bills in question were the Bank Taxation Act, and the Act
to Ensure the Publication of Accurate News and information. Alberta Press Act Reference-LRB- 1938-RRB-,

the Accurate News and Information Act, would have compelled

each newspaper in the province, to publish the government’s rebuttal of

criticism that had appeared in the newspaper. Coverage by the Edmonton Journal earned the newspaper a special Pulitzer
Prize* for its editorial leadership in defense of the freedom of the press.

Original Sentences

leadership in defense of the freedom of the press.

The new bills in question were the Bank Taxation Act, an Act to Amend the Credit of Alberta Regulation Act and the Act
to Ensure the Publication of Accurate News and information. Alberta Press Act Reference-LRB- 1938-RRB-,

also called Reference Re Alberta Legislation, concerned 4 Alberta statutes, one of which,

the Accurate News and Information Act, would have compelled

each newspaper in the province, when called upon to do so by a government official, to publish the government’s rebuttal of
criticism that had appeared in the newspaper. Coverage by the Edmonton Journal was particularly strong and eventually
earned the newspaper a special Pulitzer Prize* for its editorial

Reference Summary

was elected to government.

The Accurate News and Information Act was a statute passed by the Legislative Assembly of Alberta, Canada,

in 1937, at the instigation of William Aberhart’s Social Credit government. It would have required newspapers to print
"clarifications" of stories that a committee of Social Credit legislators deemed inaccurate,

and to reveal their sources on demand. The act was a result of the stormy relationship between Aberhart

and the press, which dated to before the 1935 election, in which the Social Credit League

Table 3: Tree Combination vs Phrase Combination

5.2 Human Evaluation

We conducted human evaluation for evaluating
summaries in other qualitative dimensions such
as coherence, grammaticality and informativeness.
Evaluators are four post graduate students in lin-
guistics. During each evaluation process one
among the peer systems compete with our sys-
tem. 20 summaries generated by each one of the
systems competing systems are chosen for eval-
uation. Summaries are shown to the evaluators
in random order to avoid any kind of bias. For
evaluating coherence and grammaticality, for each
summary pair competing summaries, evaluators
are asked to choose the best one in terms of the
aspect under evaluation. For informativeness, they
are asked to read the reference summary and asked
to choose the most informative one. Results are
shown in the Table 2. Our approach performed con-
sistently better than other systems in the evaluation
for coherence. We used verb transition probabil-
ity in combination with entity similarity for mod-
elling coherence. We observe this as the reason for
our better performance in comparison with (Chris-
tensen et al., 2013) and (Wang et al., 2016). Our
method performed comparably with other systems
in the evaluation for informativeness. Obviously

the methods which don’t modify the original sen-
tences performed better than our method in the
evaluation for grammaticality. However we per-
formed better than (Berg-Kirkpatrick et al., 2011).
This shows that explicit use of neural model for
computing node relevance using syntactic context
and grammatical rules based on syntactic relations
helped in maintaining grammaticality.

6 Discussions

A system summary generated for an input corpus
in Law domain is shown in the Table in the next
page. The table also contains the sequence of orig-
inal sentences in the corpus with intra- sentencial
noisy information and the corresponding reference
summary. Clearly our method were successful in
removing intra- sentencial noise and organizing
summary for a coherent ordering. The neighboring
sentences contained similar entities and the order of
main verbs ((were, compelled, was)) is the most
likely one as per the transition probabilities com-
puted using neural model for verb transition. The
summary is also infomative as per the human writ-
ten abstractive reference summary
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