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Abstract
With the rise of social media and internet, there
is a necessity to provide an inclusive space and
prevent the abusive topics against any gender,
race or community. This paper describes the
system submitted to the ACL-2022 shared task
on fine-grained abuse detection in Tamil. In our
approach we transliterated code-mixed dataset
as an augmentation technique to increase the
size of the data. Using this method we were
able to rank 3rd on the task with a 0.290 macro
average F1 score and a 0.590 weighted F1
score.

1 Introduction

Internet is a global computer network that provides
a variety of information and facilitates communi-
cation between users from any part of the world.
The world population is 7.9 billion as of January
2022 of which around 5.2 billion are live internet
users1. In recent times, people have become more
communicative and inclusive. People want to share
their views on a common platform, where social
media comes into the picture (Chakravarthi, 2020;
Chakravarthi and Muralidaran, 2021; Puranik et al.,
2021; Ghanghor et al., 2021). People can post their
opinions which are productive and efficient for their
society but at times people also post their opinions
which could be abusive to others. There are many
social media platforms like YouTube, Facebook,
Instagram, Twitter and many more (Priyadharshini
et al., 2021; Kumaresan et al., 2021) where the
users are given the liberty to put forward their opin-
ion. On an average as per statistics around 250 M
tweets are posted, 2 million blogs are written on
various websites and 80 B mails are sent per day.
Social media platforms could be both a boon and
bane.

Comments that humiliates or denigrates an in-
dividual or a group based on various characteris-
tics such as colour, ethnicity, sexual orientation,

1https://www.internetlivestats.com/

nationality, race and religion are called abusive
comments(Saumya et al., 2021). Abuse caused via
social media can cause many negative impacts in
users’ lives. This will affect the mental state of the
specific individual terribly causing depression and
sleeplessness (Chakravarthi et al., 2021c; Sampath
et al., 2022; Chakravarthi et al., 2022). Some of
these comments also can create a controversy over
the social media on a specific individual or a group
of people. This shows the need for restricting these
kind of abusive comments from being posted in the
social media. Once abusive comments have been
posted onto the social media it should be flagged
and immediately removed.

This world is a diverse one which comprises of
different kinds of people from different origin. But
when it comes to the comments of people the lan-
guage plays a very important role ("Bharathi et al.,
2022). Though most of the people use English as
their language to show their opinion some of them
also use other languages instead of English. For
example in a diverse nation like India where peo-
ple are not restricted to communicate in English,
people comment in different languages like Tamil,
Telugu, Kannada, Malayalam, Hindi, Marathi and
many others.

Tamil is one of the oldest and longest surviving
language in this world(Chakravarthi et al., 2020).
It is an old Dravidian language mostly spoken by
people of South Indian origin with a history of over
3000 years2 that has lot of dialects. Therefore it
is very tough to classify posts which have abusive
comments in Tamil language.

Lately, after the advent of machine learning, re-
searches are carried over onto this area for classify-
ing the abusive comments.

In our work we have used Transformer (Vaswani
et al., 2017) models for the given task of classifying
the abusive comments. The rest of the paper is

2https://www.cal.org/heritage/pdfs/
Heritage-Voice-Language-Tamil.pdf

33

https://www.internetlivestats.com/
https://www.cal.org/heritage/pdfs/Heritage-Voice-Language-Tamil.pdf
https://www.cal.org/heritage/pdfs/Heritage-Voice-Language-Tamil.pdf


structured as follows section 2 describes the related
works which are carried over in this field. The
section 3 describes the methodology used in the
system. The 2nd section describes the results we
obtained in our research experiments.We discuss
our results on Section 4. Finally in the 5th section
we conclude this research paper followed by the
references section.

2 Related Work

2.1 NLP on Tamil
NLP in Tamil have been recently carried out exten-
sively through various shared tasks(Chakravarthi
et al., 2021b,a) focusing on tasks such as offen-
sive language detection, machine translation and
sentiment analysis. Participants have used differ-
ent methods including intelligent feature extraction
(Dave et al., 2021) and ensembles of deep learning
methods (Saha et al., 2021). Tamil is an aggluti-
native language, due to the ease of typing many
users use Tamil in roman script in the social me-
dia and internet, this is known as code-switching
(Jose et al., 2020), since it is also a morphologically
rich language, developing NLP systems in Tamil is
hard.

2.2 Abuse detection
Tasks such as abuse detection, offensive language
detection and hate speech detection have been a fo-
cus of research for the past decade due to a surge in
the internet and social media platform users. With
the emergence of deep learning and transformers,
current approaches for abusive language detection
heavily relies on deep learning methods due to the
rise of transformers and pretrained language mod-
els, since pretrained language models require less
data.

3 Methodology

In this section, we describe the methodology based
on which our system is designed, including the
data preparation phase, modelling phase and model
evaluation phase.

3.1 Data Preprocessing
In the shared task, two datasets (Priyadharshini
et al., 2022) were provided where one comprises
of Tamil sentences while the other comprising of
code-mixed Tamil-English sentences. The Tamil
dataset comprises of 2,240 sentences for training
and 560 sentences for validation. In the code-mixed

dataset there are 5,948 training sentences and 1,488
validation sentences.Table 1 shows the distribution
of data among different classes before and after
combining Tamil and Transliterated dataset.

We first removed punctuations present in both
the dataset. The datasets comprises of some cate-
gories like Transphobic there were only very few
sentences corresponding to it. To overcome this
data shortage issue we performed transliteration
on the code-mixed dataset and we converted the
sentences in that dataset also to its correspond-
ing Tamil sentences (Hande et al., 2021) by us-
ing ai4bharat-transliteration 3 Python package. Be-
fore combining the dataset, we removed all those
sentences which fell under the category of not-
Tamil and then combined the Tamil dataset with
the transliterated dataset ending up with 8,186 sen-
tences which is approximately 4 times the size of
the previous dataset. By this the imbalance in the
dataset was reduced and we overcame the data-
shortage as well.

Figure 1 depicts the data preparation phase
graphically.

3.1.1 Transliteration
Transliteration refers to the process of converting
a word from one script to another wherein the se-
mantic meaning of the sentence is not changed
and the syntactical structure of the target lan-
guage is strictly followed (Hande et al., 2021). By
this we have increased our data size considerably.
For this Transliteration we have used ai4bharat-
transliteration Python package.

3.2 Modelling

In our experimentation, MURIL model outper-
formed all the other models which we experi-
mented on. For evaluation we considered macro
and weighted F1-score.

3.2.1 ML Models with N-gram TF-IDF
Vectorization

For experimenting with ML models, we created
a pipeline where first the text is vectorized by us-
ing CountVectorizer and is transformed by TfIdf-
Transformer. Once the transformation of the data
is completed, it is trained on the following Ma-
chine Learning models: LightGBM, Catboost, Ran-
domForest, Support Vector Machines classifer and
Multinomial Naive Naive Bayes. Of the all models

3https://github.com/AI4Bharat/
IndianNLP-Transliteration
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Classes Tamil Dataset Transliterated dataset Combined dataset
Counter-speech 149 348 497

Homophobia 35 172 207
Hope-Speech 86 213 299

Misandry 446 830 1276
Misogyny 125 211 336

None-of-the-above 1296 3715 5011
Transphobic 6 157 163
Xenophobia 95 297 392

Table 1: Distribution of Dataset

Figure 1: Data Preparation phase

experimented LightGBM (Ke et al., 2017) outper-
formed all the other algorithms by having 0.32
macro average f1-score and 0.65 weighted average
f1-score followed by Catboost. Therfore we per-
formed hyperparameter tuning on Optuna on Light-
GBM where we ended up having 0.36 macro av-
erage f1-score and 0.63 weighted average f1-score
which was the highest metric of our experiments
on traditional ML models.

3.2.2 MURIL

MURIL (Khanuja et al., 2021) is a pretrained bert
model created by Google for tasks on Indian lan-
guages trained on 17 Indian languages. It was par-
allely trained on Translated Data and Transliterated
Data. Based on the XTREME (Hu et al., 2020)
benchmark, MURIL outperformed mBERT for all
the languages in all standard downstream tasks.
Hence, this model handles translated and translit-
erated data very well. We fine-tuned the MURIL
model with the parameters listed in the Table 3.
The metric we obtained from MURIL showed us
that it outperformed all other ML models.

4 Results

MURIL and other Machine Learning models were
trained on the training set and was validated on the
dev set. For this competition, submission, macro
f1-score was considered as the metric of evalua-
tion by the organisers. By this MURIL trained on
both Tamil and Transliterated dataset combined to-
gether had a very high macro f1-score of 0.49 and
weighted f1-score of 0.76 on the validation dataset
and a macro f1-score of 0.290 on test dataset and
weighted f1-score of 0.590. With this result we
secured the 3rd rank in the task. The Table 2 shows
the results of all the experimentations carried on
during the modelling phase.

5 Conclusion

In this paper, we conclude that with a relatively
smaller-size dataset, we can use Transliteration as
an efficient data augmentation technique to increase
the volume of data available which played a very
important role for getting a better F1-score is evi-
dent from the results Table 2 shows that Translit-
eration of dataset works very well. We also con-
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Model Dataset MP MR MF WP WR WF
MURIL Tamil 0.37 0.34 0.33 0.67 0.70 0.68
MURIL Combined 0.52 0.44 0.46 0.72 0.72 0.71
LightGBM Tamil 0.30 0.42 0.33 0.76 0.65 0.69
LightGBM Combined 0.28 0.46 0.31 0.78 0.66 0.71
CatBoost Tamil 0.28 0.52 0.33 0.82 0.66 0.72
CatBoost Combined 0.26 0.43 0.29 0.82 0.66 0.72
Random Forest Tamil 0.23 0.55 0.25 0.81 0.63 0.70
Random Forest Combined 0.23 0.39 0.24 0.85 0.65 0.73
Support Vector Machine Tamil 0.24 0.53 0.26 0.87 0.65 0.73
Support Vector Machine Combined 0.26 0.45 0.28 0.88 0.66 0.75
Multinomial Naive Bayes Tamil 0.16 0.16 0.14 0.94 0.64 0.74
Multinomial Naive Bayes Combined 0.18 0.29 0.18 0.93 0.65 0.75

Table 2: Experimental Results on various models MF - macro F1-score; WF - weighted F1-score; MP - macro
Precision; WP - weighted Precision; MR - macro Recall; WR - weighted Recall

Hyperparameters Values
Learning Rate 2e-5
Batch Size 16
Epochs 3
Weight Decay 0.001
Dropout 0.3

Table 3: Hyperparameters used across experiments

clude that Transformer models outperform tradi-
tional Machine Learning and Deep Learning mod-
els for this task.
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