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Abstract
Increased use of online social media sites has
given rise to tremendous amounts of user gen-
erated data. Social media sites have become a
platform where users express and voice their
opinions in a real-time environment. Social
media sites such as Twitter limit the number of
characters used to express a thought in a tweet,
leading to increased use of creative, humorous
and confusing language in order to convey the
message. Due to this, automatic humor detec-
tion has become a difficult task, especially for
low-resource languages such as the Dravidian
languages. Humor detection has been a well
studied area for resource rich languages due
to the availability of rich and accurate data.
In this paper, we have attempted to solve this
issue by working on low-resource languages,
such as, Telugu, a Dravidian language, by col-
lecting and annotating Telugu tweets and per-
forming automatic humor detection on the col-
lected data. We experimented on the corpus
using various transformer models such as Mul-
tilingual BERT, Multilingual DistillBERT and
XLM-RoBERTa to establish a baseline clas-
sification system. We concluded that XLM-
RoBERTa was the best-performing model and
it achieved an F1-score of 0.82 with 81.5% ac-
curacy.

1 Introduction

The use of social media sites has increased ex-
ponentially over the decade giving rise to vast
amount of user generated content. Social media
sites offer the ability to reach large number of
users in real time which enable users to share their
experiences easily. The content usually consists
of creative and figurative use of languages such as
humor, insults, sarcasm and irony. In the past cou-
ple of years, research in these linguistic elements
has increased tremendously due to requirements in
academia as well as in organizations.

Natural language processing(NLP) has evolved
significantly leading to improvements in most of
the fundamental tasks like Named-Entity recogni-
tion, sentiment analysis, etc (Singh etal., 2021).
While the advancement is not only attributed to im-
provements in architecture of models but also due
to the increased availability of data. Plethora of
work exists for resource rich languages such as En-
glish (VanHee etal., 2018; A. and Sonawane, 2016;
Patel etal., 2022). However, the same cannot be
said for low-resource languages originating from
the Indian subcontinent such as the Dravidian lan-
guages. Telugu is one of the four major Dravid-
ian languages that stem from India, it is spoken by
more than 75 million people (top, 2005). Hence, it
is vital to establish a baseline system for automatic
humor detection in Telugu language.

In this paper, we explore the task of humor de-
tection, one of the critical elements of a natural
language (Kruger, 1996). Humor is subtle and yet
plays a significant part in our linguistic and social
lives (Martin, 2007). The primary challenge in
working with humor detection is the subjective na-
ture of humor and capturing it in higher order is a
challenge in NLP (deOliveira and Rodrigo, 2015).
Yet, a large amount of research work has been car-
ried out on English tweets and has achieved signif-
icant results.

One of the major challenges in building any
social media analysis model in low-resource
languages is the unavailability of high quality
annotated data for conducting various experi-
ments. In this paper, we address this issue by
collecting Telugu tweets data by scraping Twitter
and performing annotations on it. Furthermore,
the dataset we collected is publicly available 1.
Below is an example of humorous tweet in Telugu:

1https://github.com/shaswa123/telugu_humour_dataset
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నవువ్ రాకపోయినా నవేవ్వాలని ఏమంటారో కానీ ?
What do you call those people who laugh even
when laughter is not induced.

Context: This tweet intends to mock the judges of
a Telugu comedy show who laugh a lot.

Additionally, we trained three multilingual
transformer-based models, namely: Multilin-
gual BERT, Multilingual DistilBERT, and XLM-
RoBERTa and compared their performances to es-
tablish baseline classification system for humor de-
tection in Telugu.

The rest of the paper is organized into re-
lated works (Section 2), detailed description of
the dataset (Section 3), brief description of the
methodology used(Section 4), analysis of results
(Section 5), and finally conclusion (Section 6).

2 Related works

Plenty of work exists on social media text analy-
sis including humor detection. Various works re-
lated to humor detection exist in English language,
such as statistical and N-gram analysis (Rayz and
Mazlack, 2004), Regression Trees (Purandare and
Litman, 2006), Word2Vec combined with K-NN
Human Centric Features (Yang etal., 2015), Con-
volutional Neural Networks (Chen and Soo, 2018)
and transformer models (Weller and Seppi, 2019).

Previous work related to humor detection in
Hindi-English mixed language dataset consists
of scraping Hindi-English tweets and building
N-grams, Bag-of-words, LSTM, Bi-directional
LSTM, and Attention Based Bi-directional LSTM
(Khandelwal etal., 2018; Agarwal etal., 2021;
Sane etal., 2019).

Related works for humor detection in Telugu
language is scarce. Vaishnavi et. al (Pamulapati
and Mamidi, 2021) proposed conversational data
in Telugu language for humor detection and ex-
perimented with TextGCN, FastText, Multilingual
BERT, MuRIL, Indic-BERT, and Multilingual Dis-
tilBERT models. Automatic humor detection in
Telugu for Twitter data is an under-explored area.
According to our knowledge, this paper is the first
attempt at building a novel telugu dataset and then
proceeding with experimenting on various classi-
fiers for humor detection task.

Category Tweets Words
Humorous 458 5477
Non-Humorous 1918 18098
Other 273 4213

Table1: Telugu Twitter humor corpus statistics

3 Dataset

3.1 Corpus Creation

For the creation of our dataset, we have scraped
tweets from Twitter by filtering specific tags. For
collecting humorous tweets, we searched using
the tags such as humour, humor, funny, telugu-
jokes. Additionally, we also searched using tel-
ugu hashtags such a s తమాషా and నవువ్. In total we
collected 1649 tweets using the above-mentioned
tags. For non-humorous tweets we searched us-
ing tags such as news, sports, cooking, cinema etc.
in order to include tweets from various domains
in our dataset. Additional 1000 tweets were col-
lected with these tags. The statistics of the result-
ing dataset is shown in Table 1. All these tweets
were then annotated via two human annotators.

3.2 Humor annotation

The annotation of our tweets was done by two
native multilingual Telugu speakers. Around 50
human hours was spent in tagging tweets into 3
categories: 0 for non-humorous, 1 for humorous,
and n for tweets which do not have enough con-
text to be considered informative or whose body
was repeated. A tweet was considered humor-
ous if it consisted sarcasm, irony, comedy, mock-
ery, comment, or insult. Tweets which were just
stating facts, general speech, quotes, or did not
have any sort of amusement were considered non-
humorous. These humor specifications were taken
from (Khandelwal etal., 2018). The 2649 tweets
were fairly split between the 2 annotators. Below
are few examples of tweets from our corpus:

1. అరటి ఆకులో 66 కూరలు ఉనాన్ ఆవకాయ లేదా అని
అదిగెవాడే మన తెలుగు వాడు
Even though there are 66 curries in a banana
leaf, the one asking for mongo pickle is the
true telugu person.
Explanation: This tweet is classified as hu-
morous as it wittily describes the telugu peo-
ple's liking for mango pickle. Obviously, not
all have this preference, but it is considered
as a popular liked dish in the region.
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2. మన సినిమా ల కి ఆడియనేస్ రారు ..ఇక ' ఆసాక్ర్ '
రాటానికి అసాక్రం ఎకక్డుంటుంది .
Our movies aren't even watched by our own
audience, so for getting oscars we have no
scope.
Explanation: This tweet is classified as hu-
morous as it is satirical in nature and the
user makes a clever word play between os-
car, prestigious award given to movies, and
“askaram”, a telugu word which means hav-
ing scope for.

3. సమతామూరిత్ విగర్హానిన్ దరిశ్ంచుకునన్ కేందర్ మంతిర్
రాజ్ నాథ్ సింగ్
Union Minister Rajnath Singh visited the
Samathamurthy statue
Explanation: This tweet is classified as non
humorous as it just states a fact and doesn't
contain any comedy, satire, or amusement.

4. ఎయిర్ టెల్ ఇంటరెన్ట్ డౌన్... ఫనీన్ మీమ్ లతో
పిచెచ్కిక్చిచ్న నెటిజ నుల్!
Airtel internet down ... insane netizens with
funny memes!
Explanation: This tweet is marked as other
and will be discarded as it isn’t inherently
humorous but refers to some memes which
might be.

3.3 Inter Annotator Agreement

We used the Cohens Kappa coefficient for calculat-
ing the Inter Annotator Agreement as only 2 anno-
tators were involved. The annotators are Telugu-
native speakers whose second language is English.
We extracted a set of 100 tweets and provided it
to the annotators to measure their agreement score.
The first 50 were sampled from the 1649 tweets
intended to be humorous and the next 50 were
sampled from the 1000 tweets intended to be non-
humorous. We obtained a Kappa score of 0.84,
implying that the annotation is of high quality.

4 Methodology

4.1 Preprocessing

In order to convert the humorous and non-
humorous data to a favorable format for perform-
ing humor detection task, several changes were
made to the collected tweets. Preprocessing steps
such as removal of emojis, hashtags and URL
links were implemented. In the tweets, URL links
do not add any information to the data and were

Figure1: Outline of Methodology

hence, removed. Additionally, hashtags were re-
moved so that the models would classify effec-
tively without any bias towards the tags used for
filtering the tweets while scraping.

4.2 Outline of Methodology

The preprocessed data was then used by the
transformer-based models in order to learn distin-
guishable features to classify tweets into humor-
ous and non-humorous. The input text was inti-
tally tokenzied using Subword or Sentencepiece
tokenzation method (Devlin etal., 2019; Liu etal.,
2019). The tokenized tweet in addition with seg-
ment ID and attention mask is fed to the trans-
former models to generate meaningful vectors
summarizing the context of the tweet. The fix size
vector is then classified using a single layered per-
ceptron as shown Figure 1.

5 Modelling

We have trained three transformer models on
our corpus for humor detection task. Trans-
former models with their improved architecture
have achieved state-of-the-art results in numer-
ous benchmark datasets including text classifica-
tion tasks (Young etal., 2018; Alam etal., 2021).
Hence, we decided to train these models to estab-
lish a suitable baseline for future work.

5.1 Transformers

We have used BERT and its variations such as Mul-
tilingual BERT, Multilingual Distill BERT and
XML-RoBERTa, which are all transformer-based
models, as our primary models for performing the
humor detection task. Transformers are a set of
deep learning models which use attention-based
mechanism and are used for transforming one se-
quence into another using encoders and decoders.
The architecture of a Transformer model consists
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of the input being passed through an encoder
which has two parts: a multi-headed self attention
layer and a feed-forward network. This informa-
tion from the encoder is then presented as output
into the decoder which includes the same above-
mentioned parts but with an additional masked at-
tention step. Lastly, it is transformed through a
softmax layer into the output. The Transformer's
self-attention layers are greatly attributed for its
success. And hence, we chose to use the Trans-
former based models for their efficiency at recog-
nizing and attending to the relevant words in sen-
tences and paragraphs which would help classify
the tweets with more accuracy and precision.

5.2 Multilingual BERT
Bidirectional Encoder Representations from
Transformers or BERT is a transformer-based
architecture (Devlin etal., 2019) that has greatly
outperformed previous models like RNN-based
models in various benchmark datasets. This is
due to the ability of the model to capture latent
information from text successfully into a fixed
sized vector. This is mainly attributed to the
following two tasks on which the BERT model
was trained on:

1. Masked Language Model(MLM): From the
given input sequence, 15% of tokens are ran-
domly chosen and replaced with [MASK] to-
kens. The objective of this task is to correctly
predict the masked tokens.

2. Next sentence prediction(NSP): From the
given input segments, the task is to predict
whether the input segments follow each other
in the original text.

Multilingual BERT is trained on Wikipedia data
consisting of 104 different languages (Pires etal.,
2019). It has shown better accuracy as compared
to BERT for NLP tasks involving machine trans-
lation and tasks dealing with multiple languages.
Moreover, out of 104 languages, Telugu was one
of the languages the multilingual BERT was pre-
trained on. Hence, it became crucial to test our
corpus by training this model on it.

5.3 Multilingual DistilBERT
Multilingual DistilBERT is the distilled version
of Multilingual BERT (Sanh etal., 2019). It
is also trained on text belonging to 104 differ-
ent languages including Telugu and on the same

Wikipedia dataset as Multilingual BERT. It con-
sists of 134 million parameters making it on av-
erage twice as faster as multilingual BERT, hence,
making it cheaper to train and convenient to test
on our corpus.

5.4 XLM-RoBERTa

XLM-RoBERTa is a multilingual version of
RoBERTa (Conneau etal., 2020). RoBERTa is a
transformer based model which also happens to be
an improved version of BERT. The following mod-
ifications were implemented on training of BERT
to improve it’s performance:

1. Model was trained on bigger batches and for
more epochs.

2. Removing next sentence prediction task from
the training objective.

3. Longer sequences were considered for train-
ing the model.

4. Changing the masking pattern dynamically
for the training data.

The XLM-RoBERTa was pre-trained on 100 dif-
ferent languages using over 2.5TB of filtered Com-
monCrawl data (Conneau etal., 2020). Moreover,
the vocabulary size was also significantly larger in
comparison to multilingual BERT. These modifi-
cations to BERT have made the XLM-RoBERTa a
more robust model and made it outperform multi-
lingual BERT significantly in most of the multilin-
gual NLP tasks. Therefore, XLM-RoBERTa was
the best choice for our task.

6 Results

The corpus was split into 80% train and 20% test.
We have downsampled the non-humorous tweets
to match the number of humorous tweets. At the
end, we have 732 training examples and 184 test
examples. We have considered macro F1-score
as our metric to select the best model out of the
three models trained on our corpus. XLM-BERT
has outperformed other models with a F1-score of
0.82 and an accuracy of 81.5% as shown in Table 2.
XLM-RoBERTa has shown a significant improve-
ment over multilingual BERT in various multilin-
gual tasks (Conneau etal., 2020). This is mainly
due to the increase in vocabulary size and in the
amount of training data over multilingual BERT.
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Model Accuracy F1-score
Multilingual BERT 81.5 0.81
Multilingual DistilBERT 73.4 0.73
XLM-RoBERTa 81.5 0.82

Table2: Results of various models trained and tested
on our corpus.

7 Conclusion and Future work

In this paper, we introduced the Telugu Twitter Hu-
mor Dataset and have addressed the need to anno-
tate low-resource languages and create datasets in
languages such as Telugu. We have also described
our data collection and annotation process. Ad-
ditionally, we have trained multiple transformer-
based models, namely, Multilingual BERT, Multi-
lingual DistillBERT, and XML-RoBERTa, to per-
form automatic humor detection on our collected
dataset. The performance of these models is com-
pared and a baseline for classification of humorous
and non-humorous Telugu tweets is established in
this paper. Out of the above-mentioned models
used for training our data, XLM-RoBERTa per-
formed the best with a F1-score of 0.82 and an
accuracy of 81.5%. We would like to expand this
work in the future by incorporating the informa-
tion detected from emojis into the classifiers and
by making a multi-modal humor detection classi-
fier as a large number of tweets which were dis-
carded had images present in them too.
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