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Abstract

Studies have shown that the sentence’s syntac-
tic structures are important for semantic sen-
tence matching. A typical approach is encoding
each sentence’s syntactic structure into an em-
bedding vector, which can be combined with
other features to predict the final matching
scores. Though successes have been observed,
embedding the whole syntactic structures as
one vector inevitably overlooks the fine-grained
syntax matching patterns, e.g. the alignment
of specific term dependencies relations in the
two inputted sentences. In this paper, we for-
malize the task of semantic sentence matching
as a problem of graph matching in which each
sentence is represented as a directed graph ac-
cording to its syntactic structures. The syntax
matching patterns (i.e. similar syntactic struc-
tures) between two sentences, therefore, can
be extracted as the sub-graph structure align-
ments. The proposed method, referred to as
Interacted Syntax Graphs (ISG), represents two
sentences’ syntactic alignments as well as their
semantic matching signals into one association
graph. After that, the neural quadratic assign-
ment programming (QAP) is adapted to extract
syntactic matching patterns from the associa-
tion graph. In this way, the syntactic struc-
tures fully interact in a fine granularity during
the matching process. Experimental results on
three public datasets demonstrated that ISG can
outperform the state-of-the-art baselines effec-
tively and efficiently. The empirical analysis
also showed that ISG can match sentences in
an interpretable way.

1 Introduction

Matching two natural language sentences has be-
come a fundamental technique in information re-
trieval (IR) and natural language processing (NLP).
Extensive research efforts have been devoted to the
task (Li and Xu, 2014; Xu et al., 2020). Recently,
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Figure 1: A semantically similar sentence pair (X =
“Some men are playing a sport”, Y =“A soccer game
with multiple males playing”) from SNLI. The words
and POS tags are shown in the nodes, and syntactic
dependencies are shown as edges.

similar

researchers found that the sentences’ rich syntac-
tic information helps match. Some studies utilize
the implicit syntax-encoding methods to learn the
sentence embedding based on its syntactic stric-
tures (Chen et al., 2016, 2017). Other studies di-
rectly utilize the different syntactic tags as syntactic
features and fuse them with word features (Mou
et al., 2016; Chen et al., 2018; Liu et al., 2020).
All these approaches separately represent the syn-
tactic information of the two input sentences as
two coarse-grained embedding vectors, ignoring
the fine-grained matching patterns between the syn-
tactic structures.

In sentence matching, The fine-grained syntax
structures are lost during the process of represent-
ing the syntactic information as a vector. Studies
in (Xu et al., 2020) also verified that representation-
based methods will lose the fine-grained match-
ing signals. Figure 1 illustrates two semantically
similar sentences from the SNLI dataset where
sentences X = “Some men are playing a sport”,
Y =*A soccer game with multiple males play-
ing”. The parsed syntactic structures (the POS
tags and syntactic dependencies) are represented
as nodes and edges in two graphs, respectively.
We can see that though the overall syntactic struc-
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tures of the two sentences are very different, they
still contains matched sub-graphs: “men(NNS)

ﬂplaying(VBG)ﬂ)sport(NN)” from X and

“oame(NN) < playing(VBG) "% males(NNS)”
from Y. The matched sub-graphs provide a crucial
syntactic matching signal for downstream models
to make high-precision matching decisions. Exist-
ing approaches, however, inevitably overlook the
fine-grained sub-graph matching signal because
the sub-graph details are lost during the embedding
of the whole syntax graphs. Specifically, the sub-
graph details denote the combination of first-order
(e.g. Part-of-Speech) and second-order (e.g. word
dependency) syntactic information.

In this paper, we propose to formalize the task of
sentence matching as matching two directed graphs
where each graph corresponds to one sentence, and
its edges and nodes correspond to the word-word
syntactic dependencies and the words’ syntax and
semantic information, respectively. The sentence
matching, therefore, becomes a process of first ex-
tracting the sub-graph structure alignmentsand then
summarizing them into the final matching score.

A neural model called Interacted Syntax Graphs
(ISG) is developed for conducting the matching.
Specifically, given two sentences, ISG employs a
pre-trained language model (PLM) and a syntactic
parser to get the word embeddings and the syntactic
structures as the initialization features. Then, ISG
fuses these semantic and syntactic features into an
associate graph. Sub-graph matching patterns can
be extracted based on the associate graph, by us-
ing Lawler’s quadratic assignment programming
(QAP) (Cho et al., 2010). Finally, a matching clas-
sifier is used to merge the matching patterns and
semantic vectors outputted from the PLM, resulting
in the final matching score.

ISG offers several advantages, including accu-
rate extraction and fusion of the syntactic graph
matching signals, ease in interpretation, and high
matching accuracy. The contributions of this paper
can be summarized as follows: (1) We highlight the
importance of the fine-grained matching patterns
from syntax graphs in semantic sentence matching.
A novel matching model called ISG is proposed;
(2) Experimental results based on three available
benchmarks showed that the matching accuracy of
ISG outperformed the state-of-the-art baselines; (3)
Analysis showed that ISG can discriminate impor-
tant syntactic and semantic matching patterns in an
interpretable way.

2 Related Work

Machine learning models have been widely used
for matching natural language sentences (Li and
Xu, 2014; Xu et al., 2020). Among them, the rep-
resentative methods include DSSM (Huang et al.,
2013) and its extensions (Wang et al., 2017a; Shen
et al., 2014; Kim et al., 2019; Yang et al., 2019).
Representative interaction-based models include
ARC-II (Hu et al., 2014), MatchPyramid (Pang
et al., 2016), etc. Recently, the pre-trained lan-
guage model has been adapted to conducting match-
ing (Devlin et al., 2019; Liu et al., 2019). These
models always focused on superficial matching sig-
nals and ignore explicit NLP knowledge.

Recently, there is a trend to utilize explicit NLP
knowledge to improve sentence representation. For
example, HIM (Chen et al., 2017) used the syntac-
tic dependencies to enhance the sentence represen-
tations, see also (Chen et al., 2016; Liu et al.,
2018; Tymoshenko and Moschitti, 2018). The
NLP knowledge-enhanced matching models have
also adapted to the interaction-based models. For
example, MIX (Chen et al., 2018) utilizes POS
and named-entity tags as prior features. Recently,
(Sachan et al., 2021; Bai et al., 2021; Zhang et al.,
2020b) found that syntax can help PLM capture
more information and achieve impressive results
for NLP tasks. However, these models overlook
the fine-grained syntactic matching patterns.

Graph matching problem (GM) has also been
adopted for discovering the patterns between dif-
ferent graphs (Loiola et al., 2007). The key is
to learn a practical affinity function with given
two structures. In early work, most on seeking
approximate affinity function and Euclid distance
together with the Gaussian kernel is applied (Cho
et al., 2010; Leordeanu et al., 2012). Recently,
quadratic assignment programming (QAP) (Cho
et al., 2010) has a wide application in Graph Match-
ing (GM) because of its great performance. The
affinity function in QAP can be learned with the
manners of unsupervised (Leordeanu et al., 2012),
semi-supervised (Leordeanu et al., 2011), or super-
vised (Loiola et al., 2007). Recently, deep graph
matching has been applied for GM on images (Zan-
fir and Sminchisescu, 2018; Wang et al., 2021) and
the matching accuracy has been achieved. More-
over, Graph-based models have also been used for
sentence matching (Yao et al., 2019; Zhang et al.,
2020a; Sachan et al., 2021).
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(a) Sentence matching

(b) affinity matrix K

(¢) association graph G

Figure 2: Example of converting the matching of a pair of sentences with syntactic structures (a) to the corresponding

affinity matrix K (b) or association graph G (c).

3 Problem Formulation

3.1 Sentence matching

The matching of a pair of natural language sen-
tences can be formally described as follows: sup-
pose that Z is the set of labels which is defined by
a specific matching task. In the paraphrase iden-
tification (PI) tasks, Z = {0, 1}, where ‘0’ and
‘1’ respectively denote the relationship of “dissim-
ilar” and “similar”; in natural language inference
(NLI) Z = {0, 1,2}, where 0, 1, 2 respectively in-
dicate “contradiction”, “neutral”, and “entailment”.
A set of training instances D = {(X;,Y;, z) }Y,
is given where each sample (X,Y,z) € D con-
sists of a sentence pair (X, Y') and its ground-truth
matching label z. Moreover, the X, Y are two se-
quences of words: X = {x1, 22, - ,2¢, } and
Y = {y1,92,- -, Yty }, where the x; and y; de-
note the ¢-th and j-th words in X and Y, tx and
ty are the number of words (lengths) of X and Y,
respectively.

3.2 Quadratic assignment programming

Quadratic assignment programming (QAP) is
a type of combinatorial optimization prob-
lems (Loiola et al., 2007), originally designed for
the facilities-location problems. Suppose to assign
N facilities to N locations, with the cost f;;, dy;
of the affinities between the facilities (¢, j) and lo-
cations (k, 1), plus the costs b;y(;) of assigning a
facility 7 to a certain location ¢(i). The objective
of QAP is assigning each facility to a location such
that the total assignment cost is minimized. Lawler
(1963) introduced a general form of QAP as in
Equation (1)

min
PeS

N N N
Z Z Cijop(i)o(j) T Z big(i)s (D
=1

i=1 j=1

where S is the set of all permutations ¢ : N — N,
Vi,j,k,l,cijkl = fijdkl if AP #£ j,k # I, other-
wise ¢jikk = fiidgr + bje. The formulation has
been widely applied to graph matching, which in-
volves establishing node correspondences between
two graphs based on the linear and quadratic struc-
ture affinity (Leordeanu and Hebert, 2005).

3.3 Sentence matching over syntax graphs

This paper proposes to adopt QAP for conducting
sentence matching, by regarding the words in one
sentence as the “facilities” and words in another
sentence as the “locations”, and their differences
in syntactic structures and semantics as the “as-
signment costs”. In this way, QAP enables the
matching model to involve not only the linear syn-
tactic structure (e.g. word attribute structure) costs
which correspond to assigning the “facilities™ to
certain “locations”, but also the quadratic syntac-
tic structures (e.g. word-word relation structure)
costs which correspond the affinities between the
assigning “facilities” and “locations”.

Figure 2 gives an illustrative example of formu-
lating the sentence matching as graph matching
and finding matching patterns in the affinity graph.
with a sentence pair X =“Mary likes flour food”
(length | X| = 4) and Y =“Mary loves noodles”
(Iength |Y'| = 3), using the parsed POS tags and
syntactic dependencies shown in Figure 2(a) which
are represented as the node and edge weights, re-
spectively.

As shown in Figure 2(a), we firstly constructed
two directed graph (Gx,Gy) based on the two
sentences (X, Y')’s syntax. Specifically, the word
embedding and word syntax (i.e., POS) can be
encoded as node features, and the word-word syn-
tax (i.e., dependencies) can be encoded as edge
features. The fine-grained syntax-based matching
signals can be viewed as the alignments between
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Figure 3: Architecture of Neural Quadratic Assignment Programming for Sentence Matching.

sub-graphs of two sentence graphs (Gx, Gy ).

At the same time, to capture syntax-based pat-
terns effectively, we further construct the affinity
matrix K or the association graph G based on the
sentence graphs (G x, Gy ). The weights of nodes
and edges in the association graph are correspond-
ing to the diagonal and off-diagonal elements in
the affinity matrix (Figure 2(b,c)), respectively.

Specifically, the weights of nodes describe the
word semantic similarities and POS (word attribute)
affinities, and the weights of edges describe the syn-
tactic dependency (word-word relation) affinities.
For example, the node z1y; =(“Mary”,“Mary”)
could have the weight of, for example, 1.0 +1.0 =
2.0 where the first 1.0 denoting the semantic sim-
ilarity, and the second 1.0 denoting the similarity
between the POS tags.

As an example for the edges corresponding to the
off-diagonal elements in affinity matrix K, there
could be an edge with weight, for example, 1.0
between node x1y; =(“Mary”,“Mary”) and node
xoys =(“likes”,“loves”) because the dependency
relation between ;1 =“Mary” and xo ="likes” is
“nsubj”, while the dependency relation between
y1 ="“Mary” and yo =“loves” is also “nsubj”. Sim-
ilarly, the other edges can also be created.

Then the QAP is applied to learn the semantic
and syntactic matching patterns in affinity matrix
K. Formally, a relaxed form of QAP can be shown
as Equation (2):

max vec(S)TKvec(S), ()
where S matrix encodes the word-word correspon-
dence; vec(S) is S’s column-vectorized notation,
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and K € Rixtv*txty  The S matrix can be re-
garded as an aggregated matching patterns of syn-
tax and semantics.

4 Proposed model: ISG

In this section, we present an efficient implemen-
tation of interacting syntax graphs (ISG) with
quadratic assignment programming (QAP) (Lawler,
1963; Cho et al., 2010). Figure 3 illustrates the
model architecture, which can be divided into sen-
tence characteristic initialization, QAP component,
and matching classifier.

4.1 Sentence characteristic initialization

In this component, the inputted natural language
sentence pair (X,Y’) is processed with a pre-
trained language model (PLM) and an NLP parser,
generating the semantic features and syntactic
structures.

Semantic features Given a pair (X,Y), the
semantic matching vector (e.g., “[CLS]” vector
of BERT), v, € R? and the words embeddings
FX ¢ Rix*xd FY ¢ R¥v*d consists of the seman-
tic features:

(vs, FX,FY) = PLM(X, Y;0,),

where d denotes the size of the feature vector, PLM
could be BERT or other PLM models, and ¢,, de-
notes the parameters of PLM.

Syntactic structures Generally speaking, there
are two types of structures: the word attribute struc-
ture (WAS) which reflects the attributes of the word,
and the word-word relation structure (WRS) which
defines the relationship between two words.

The WAS attributes can be further categorized



and this paper only considers POS attributes. Given
any sentence X = {x1,--- ,x, }, the sequence of

WAS attributes could be {awl s Qxgs Oy

The WRS attributes can also be further catego-
rized and this paper considers syntactic dependency.
Given any sentence X = {z1,- -, Z¢, }, the WRS
parsing results (a dependency parsing graph) can
be represented as two incidence matrices:

(X, HY) = Parse(X),

where IX € RfxX€x records the output-links and
HYX ¢ R¥x*ex records the in-links, ex denotes
the edge number of WRS. The elements of these
two matrices are defined as: if k-th edge links from
word z; to x; (its type also denoted as e (x4, ;)),
1% (i, k) = H¥(j, k) = 1, and note that in order to
reduce the noise from the dependencies, we also set
IX(j, k) = HX (i, k) = 1. Otherwise, IX (i, k) =
HY(j, k) = TX(j,k) = H¥(i,k) = 0.

In this paper, we used the Stanford CoreNLP
parser (Manning et al., 2014) for getting POS, and
syntactic dependencies. Note that other syntactic
structures can be also used, such as named-entity
and semantic dependencies (Wang et al., 2019b).

4.2 QAP component

Based on the word embeddings and parsed syn-
tactic structures, the QAP component first con-
structs an association graph (affinity matrix) and
then solves the QAP problem, achieving the permu-
tation which represents the word matching between
the two sentences.

4.2.1 Learned affinity matrix construction

Following the practices in (Zhou and De la Torre,
2015), the QAP sparse affinity matrix K' ¢
Rixty>txty referred to as the learned affinity ma-
trix, can be factorized as

K' = diag(vec(P)) 4+ (IX ®x IV )diag(vec(R))(HX @, H)T,

3)
where operator diag(-) builds a diagonal matrix
from input vector, IX, HX IV, HY are sentences
X and Y’s parsing results, as described in Sec-
tion 4.1, ®x denotes Kronecker product, and P
and R encode the WAS, word embedding similar-
ity and WRS similarity matrix, respectively and
they are defined as:

P=(1-a)UXAUY" + aF¥AFY" R = LYA LY,

where Ay,A¢,A; are learn-able parameters for
affinity metric, « is the trade-off coefficient for

POS affinities and word-word similarities, and
UX e Rixxd Y e RWw*? are the WAS se-
quence embeddings of X,Y and the edge repre-
sentations LX € Rex*4 LY ¢ R %4 are built
by its edge sequence embeddings. Note that all
the aforementioned operations for constructing K'
allow back propagation, and we adopt the GPU
implementation provided by (Wang et al., 2019a).
A more detailed QAP factorization is given in Ap-
pendix A.

4.2.2 Solving the permutation vector

Due to the high compute cost for solving the per-
mutation vector through the learned affinity matrix
K!, we adopt the GCN method implemented by
Wang et al. (2019a) to approximate the QAP prob-
lem into a linear assignment programming(LAP)
problem, which can be solved in an efficient way
for both time and space.

Specifically, we build the association graph G =
{v(©, A} with its initial node embedding v(*) and
its sparse adjacent matrix A from the learned affin-
ity matrix K. Then we can apply GCN method to
updated the node embedding for k-th GCN layer,
k=1,2,---,Gg. The key idea is to encode the
quadratic structure (WRS) to the linear structure
(WAS). The permutation matrix .S can be regarded
as the last layer of the node features:

vec(S) = viG®) vE+D — AW f(v(F); ;) v (F),

“)
where the f(-) is a MLP projection function at
the k-th layer is parameterized by 6, and the k-
th layer node embedding of association graph de-
notes as: v(®) € Rixv*%* with the initial em-
beddings v(® e Rtxtyx1 taken from the diago-
nal elements of K. The GCN projection matrix
W ¢ Rixtv*txty comes from the off-diagonal
elements.

v9(i, a) = K!(ia,ia), W(ia, jb) = K'(ia, jb),

forallz,j € tx,a,b € ty.

As for the adjacent matrix A, in order to control
its sparsity, we introduce a hyper-parameter v to
generate the sparse adjacent matrix of association
graph G from the projection matrix W:

1 if W(ia, jb) > v,
Alia, jb) = b =
0 otherwise.
4.3 Matching classifier

Given the semantic matching feature v and QAP
permutation vector v(Gr) the matching score Z can
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be obtained by the MLP parameterized by 6,,,:
2(X,Y) = MLP([v,|vi®)]):0,,).  (5)

where ‘|’ denotes the concatenation operation,
Z(X)Y) = [731, e 75’|Z|] and Zj, denotes the prob-
ability of k-th category. The last layer is softmax
so that the output is a probability distribution.

4.4 Learning the model parameters

ISG has parameters to determine, including @ =
{0p, 0k, Au, Ag, Ar Oy | B = 1,2,--- ,Gi}. In
the training phase, given a set of sentence pairs
with ground truth labels D = {(X;, Y], zz)}f\il the
learning algorithm aims to minimize the matching
loss L,, which measures the differences between
the prediction 2 and ground-truth z, regularized by
the affinity regularizer R which forces the learned
affinity matrix & and the original parsed affinity
matrix K the being similar. Formally, the loss £
that being minimized is:

L= L2 2)+ ANRK, K + 1,102, (6)

where ||6]|? is the /5 regularizer, Ay, p1, denote the
trade-off coefficient of affinity regularizer and ¢
regularizer.

Matching loss The matching loss £,, is learned
by minimizing the cross-entropy loss between the
labels and the predicted results:

1Z]

Lon=— > Y zlogz, (7

(X,Y,2)eD k=1

Affinity regularizer The affinity regularizer R
aims to force the structure affinities respectively
correspond to the parsed syntactic structure and that
of learned from neural network to be similar. Thus
the R is learned to minimize the KL-divergence
between the learned affinity matrix &' and parsed
affinity matrix K:

R= Y KLK|K"), ©)
(X,Y)eD

where the parsed affinity matrix K is defined as
follows: the diagonal elements K (ia,ia) will be 1
if the matched words have identical attribute, oth-
erwise 0. And the off-diagonal element K (ia, jb)
will be 1 if the word pair (x;, z;) and (yq, yp) have
identical word-word relation, otherwise 0.

4.5 Time complexity of online matching

At the online time, ISG needs to process the sen-
tence pairs with PLM, parse them with the NLP
parser, solve the QAP and finally calculate the
matching score. The online time complexity for
typical PLM (Devlin et al., 2019; Liu et al., 2019)
and NLP parser (Manning et al., 2014; Wang et al.,
2019b) is of O(|tx + ty|* x d) and O((|tx|* +
[ty'|?) x d), where d is the embedding dimension
of each word.

At the online matching, the time complexity of
the relaxed QAP is related to GCN, which is of
O(Grml + Gnt?) (?) on the association graph,
where n = txty is the total number of nodes,
m is the total number of edges, G is the num-
ber of layers, and / is the dimension of the node
hidden features. Note that the hyper-parameter ~y
controls the sparsity of the edges (as mentioned in
Section 4.2), we can adjust vy so that m < txty
and therefore reduce the time complexity of the
relaxed QAP to O(Gj.txty£?), which is more ef-
ficient than the original QAP (Wang et al., 2019a).
Therefore, the total time complexity of ISG is
O(|tx + ty]? x d + Gytxtyl?), which is com-
parable with the underlying PLM.

S Experiments

We conducted experiments to verify the effective-
ness of the proposed approach. The source code
and experiments are available at the link.'

5.1 Experimental Settings

The experiments were conducted on three large
scale publicly available benchmarks:

Quora Question Pairs (QQP):2 a large public
dataset for paraphrase identification. QQP contains
404k labeled sentence pairs. We used the same
data split as in (Wang et al., 2017b). SNLI:? a
well-known dataset for natural language inference
(NLI). SNLI contains 570k labeled sentence pairs.
Following the practices in (Bowman et al., 2015),
we used the same data split way. SciTail:* another
NLI dataset based on science exams and web. Its
label only contains two classes: “entailment” or
“neutral”. The dataset contains 27k sentence pairs.

"https://github.com/XuChen0427/Semantic-Sentence-
Matching-via-Interacting-Syntax-Graphs

https://www.kaggle.com/c/
quora-question-pairs

Shttps://nlp.stanford.edu/projects/
snli

*http://data.allenai.org/scitail/
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Several state-of-the-art baselines which con-
ducts the matching without utilizing syntactic
structures were chosen as the baselines, includ-
ing DIIN (Gong et al., 2018), MwAN (Tan et al.,
2018),BIMPM (Wang et al., 2017a), CSRAN (Kim
et al.,, 2019), DecAtt (Parikh et al.,, 2016),
CAFE (Tay et al., 2018), and DGEM (Khot et al.,
2018), RE2 (Yang et al., 2019), and the BERT (De-
vlin et al., 2019), RoBERTa (Liu et al., 2019).
Some models are task-adopted (e.g. DGEM is
for NLI task), thus they are missing on some
datasets. ISG was compared with the baselines
DDR-match (Yu et al., 2020, 2022) that applied
unsupervised assignment problems to conduct sen-
tence matching. ISG was also compared with
the baselines that utilize syntactic structures like
HIM (Chen et al., 2017), which uses the con-
stituency tree to improve local word representa-
tion, and Sembert (Zhang et al., 2020b), Syntax-
bert (Bai et al., 2021) that applied different syn-
tax to improve PLM performance. To make a
fair comparison, we cannot reproduce their results
due to the source codes are unavailable public of
graph-based matching models (). Therefore, we
decided to implement a representation-based GCN
method, by following the representation-model ar-
chitecture (lines 455-461, 497-505) and using the
same parsing results. The method is denoted as
ISG (representation-GCN) in Table 1.

To get the syntactic structures of the inputted
sentences, the Stanford-corenlp (Manning et al.,
2014) was used to parse the syntactic structures.
In all of the experiments, the maximum sentence
length was set to 70 and the sentences with lengths
less than 3 were removed for reducing the noise. In
the training process, all of the models were trained
with the learning rate tuned amongst [le—5, 5e —5].
The batch size was tuned amongst [8, 16, 32], and
the graph network layer GG, was tuned amongst
[1,3], the coefficient « = 0.8 and the sparsity
threshold tuned amongst [0,0.3] . The trade-off
coefficient of affinity regularizer \,’s were tuned
amongst [4e — 3, le — 2].

5.2 Experimental results

Table 1 reports the matching accuracy of the pro-
posed ISG and the baselines on the three datasets.
The ‘- means the number is not available. The
accuracy of baselines is according to the numbers
reported. For our methods, the averaged numbers
over 5 runs are reported, with the standard devi-

+ ISG-BERT(BASE) 0908
— BERT(BASE)
~ BERT(LARGE) 0906

—_— 0.904
2 = ISG-BERT(BASE)

£0902 ~ BERT(BASE)
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£ 0.006;
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E
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Figure 4: ISG-BERT g 4 s£’s inference time (figure (a))
and matching accuracy (figure (b)) curves w.r.t. the
sparsity of the association graph. Experiments were
conducted on SciTail.

ations in parentheses. From the results, we can
see that different versions of the proposed ISG out-
performed all of the baselines. The results also
indicated that though PLM (e.g. BERT,RoBERTa)
achieved SOTA accuracy, ISG can still get improve-
ments by incorporating the syntactic information.

We also note that ISG outperformed the base-
lines that utilize the syntactic structures for match-
ing. Comparing ISG with these models, we found
that these baseline models all encode the syntac-
tic structures as sentence features to enrich their
representations, while ISG incorporates the syn-
tactic and semantic matching patterns through a
graph matching task and aggregates them through
the affinity matrix. Moreover, we also compared
the graph matching methods that separately encode
two graphs into two embeddings using GCN meth-
ods and conducted matching scores based on the
learned embeddings. We found that ISG will still
outperform the representation-based graph match-
ing methods. The results demonstrated that the
ISG is more effective to utilize syntactic matching
signals.

We also investigated the online time complexity
of ISG. Figure 4 reports the impacts of association
graph sparsity on ISG-BERT g 45 on the Scitail
test-set, where the sparsity (calculated as the frac-
tion of edge number and square of node number
in association graph) is from [2e — 4%, 3¢ — 3%].
The sparsity was adjusted by changing the hyper-
parameters .

Figure 4(a) illustrates that the inference time of
ISG will decrease with the increase of the asso-
ciation graph sparsity. Moreover, the inference
time of ISG-BERT g 45 £ is about 2.5 times that of
the underlying PLM, and about 0.7 times that of
BERT [ 4rag. The results verified the time com-
plexity analysis conclusion in Section 4.5.

Figure 4(b) shows the accuracy curves of ISG,
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Table 1: Performance comparisons on Quora Question Pairs, SNLI and SciTail. The +=numbers in brackets mean

1-std deviations. The * denotes the models are our implementations and are trained among same settings.

Models without syntactic structures ‘ QQP:Acc(%) ‘ SNLI:Acc(%) ‘ SciTail: Acc(%)
DGEM (Khot et al., 2018) - - 77.3
DecAtt (Parikh et al., 2016) - 82.5 81.7
CAFE (Tay et al., 2018) - 88.5 83.3
BIMPM (Wang et al., 2017a) 88.7 88.8 85.4
DIIN (Gong et al., 2018) 89.1 - -
MwAN (Tan et al., 2018) 89.1 - -
CSRAN (Kim et al., 2019) 89.2 88.7 86.7
RE2 (Yang et al., 2019) 89.2 89.0 86.6
DDR-Match(BERT)* (Yu et al., 2022) 89.6 89.2 90.3
BERT} 4 g (Devlin et al., 2019) 89.4 89.0 89.5
BERT7 4 g (Devlin et al., 2019) 89.6 89.2 90.6
RoBERTa} 4 pp (Liu et al., 2019) 90.0 90.1 91.5
Models with syntactic structures QQP:Acc(%) | SNLI:Acc(%) | SciTail:Acc(%)
HIM (Chen et al., 2017) 88.7 88.6 71.6
SemBERTY, 4 ¢, (Zhang et al., 2020b) 89.8 90.2 92.1
SemBERT? 4 p;p (Zhang et al., 2020b) 90.7 91.0 92.1
SyntaxBERT 5 45 (Bai et al., 2021) 89.6 87.8 -
SyntaxBERT; gsrcr (Bai et al., 2021) 89.5 89.0 -
ISG(representation-GCN)-BERT% 4 o 12 90.1 89.7 90.6
ISG(representation-GCN)-BERT? 4 90.2 89.9 91.7
ISG(representation-GCN)-RoBERTa} 4 ppp | 90.8 90.4 92.3
Ours(ISG-BERT% 45 2) 90.5 (£0.14) | 90.0 (£0.16) 90.8 (£0.26)
Ours(ISG-BERT7 , 1) 90.8 (£0.08) | 90.4 (£0.03) 91.9 (£0.24)
Ours(ISG-RoBERTa7 , ) 91.4 (£0.1) 91.2 (£0.08) 93.3 (£0.2)

(a) Ex. word-word similarity in RoBERTa

(b) Ex. POS and dependencies affinities in ISG

(c) Ex. word-word crosspondence in ISG-RoBERTa

Figure 5: Cross sentence word-word similarity matrix and syntactic affinity matrices for two pairs : example(“this

9 <

gas is oxygen”,
similarities or affinities values.

which first increases in [9e —4%), 3e —3%)] and then
dropped. We conclude that even association graph
became sparse, ISG still constantly outperformed
BERTpasEe and outperformed BERTsrcE at
some point. The results demonstrated that the QAP
is efficient and will not delay the online time.

5.3 Empirical Analysis
5.3.1 Ablation Study

Firstly, we respectively set the WAS(POS) features
UX,UY, WRS(syntactic dependencies) features
LX, LY and semantic features v,, FX, FY to zero

oxygen gas is given off by plants™), which is from Scitail training set. Darker colors means higher

vectors, to investigate their effects. Table 2 reports
the accuracy of the ISG variation on the SciTail
test data under BERT g 455, where each variation
is denoted as, for example, “ISG-w/o WRS” which
means the WRS features were set zeros. Similar
phenomenons have also been observed on the other
two datasets, with other PLMs.

Compared ISG-BERT g 45 with its variations,
we can see that the matching performances dropped
with large margins if the semantic features were
set as zeros, indicating that only considering the
syntax patterns did not work well. We also ob-
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Table 2: Ablation study on SciTail test set.

Ablation Study Model | Acc(%)

BERTp 45 (Devlin et al., 2019) | 89.5 (£0.28)
ISG-w/o semantic and WRS 68.1 (£0.29)
ISG-w/o semantic and WAS 67.8 (£0.28)
ISG-w/o semantic 68.5 (+0.26)
ISG-w/o WAS 90.2 (+0.27)
ISG-w/o WRS 90.4 (£0.28)
ISG 90.8 (+0.26)

Table 3: Ablation study for different syntactic structure
on SciTail test set.

Ablation Study Model ‘ Acc(%)

BERT g a5E (Devlin et al., 2019) 89.5 (£0.28)
ISG NER&Syntactic dependencies | 90.4 (£0.25)
ISG NER&Semantic dependencies | 90.2 (£0.17)
ISG POS&Syntactic dependencies | 90.8 (£0.26)
ISG POS&Semantic dependencies | 90.6 (£0.21)

served that the performances dropped when the
WAS and WRS features were set to zeros. The bad
performances were caused by removing the WAS
and WRS features, indicating that syntax matching
patterns are effective for sentence matching.

Moreover, We conduct the experiments with dif-
ferent WAS and WRS. Specifically, we respectively
utilize the POS and named-entity(NE) as WAS
and respectively utilize the syntactic dependencies
and semantic dependencies as WRS. For seman-
tic dependencies parsing, we follows Wang et al.
(2019b). Table 3 also reports the accuracy of the
ISG-BERT g 45 variation on the SciTail test data.

Compared to the ISG variations, we can see
that the matching accuracy is different for different
WAS and WRS. The best and worst performance
are caused by POS&syntactic dependencies and
NER&Semantic dependencies, respectively. How-
ever, we can observe that all of these variations out-
perform the BERT baseline, which indicates the
effectiveness of ISG in different WAS and WRS.

An experiment on the robustness of ISG’s pa-
rameters can be found in Appendix B.

5.3.2 Matching Visualization of ISG

We conducted experiments to investigate how the
ISG matched two sentences, using a real example
from Scitail. The experiment was conducted based
on the results of ISG-RoBERTa.

Figure 5(a) illustrated the word-word similar-
ity matrix of these two sentences, based on the

word embeddings outputted by RoOBERTa, where
the darker colors denote the higher similarities. Fig-
ure 5(b) illustrated the affinities between POS and
dependencies in two sentences. Based on the simi-
larities and affinity matrices, ISG solved the QAP
and achieved a new correspondence matrix in Fig-
ure 5(c). The POS, word semantic similarities,
and dependencies affinities correspond to the node
weights and edge weights in the association graph.

The example illustrates the example that is from
the Sctail training set: (X = “this gas is oxygen”,
Y =“oxygen gas is given off by plants”) whose
ground truth label is “neutral”’. The example il-
lustrates how the ISG conducts sentence matching.
Comparing word-word similarities by ROBERTa
(Figure 5(a)) and that of ISG (Figure 5(c)), we can
see that ROBERTa’s results show high similarities
between words in two sentences. On other hand,
ISG can find fine-grained syntactic patterns, for
example, the matching patterns of POS “VB” and
“NN” and dependency “nsubj”. And ISG will out-
put the “dissimilar” result due to its low syntactic
matching pattern scores.

The analysis clearly showed that ISG can well
learn different syntax-based matching signals, and
make them into good interactions. The results also
showed what syntactic matching patterns are im-
portant and how two sentences were matched with
the association graph.

6 Conclusion

This presents a novel sentence matching model
which formulates sentence matching as a problem
of syntax graph matching, referred to as ISG. Based
on the constructed association graph, ISG explic-
itly aligns the syntactic sub-graphs as fine-grained
matching signals. Neural QAP is adopted to learn
the rich matching patterns from the training data.
ISG offers several advantages: explicitly interact-
ing with the syntactic structures in fine granular-
ity, high matching accuracy, and the ability to in-
terpret. Experiments on three publicly available
benchmarks verified the effectiveness, robustness,
and interpretability of ISG.
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(d) Learned Affinity Matrix K'

Figure 6: A working example of factorized affinity matrix K with aforementioned example (“Mary likes flour
food”, “Mary loves noodles”). The affinity matrix can be factorized into six matrices: P, R, IX, IV HX HY

Appendix A: An intuitive example on
affinity matrix factorization

Figure 6 gives a working example of factorizing
the affinity matrix K! € Rixv*ixt in Equa-
tion (3) (Zhou and De la Torre, 2015):

K! = diag(vec(P)) + (I¥ @k IV)diag(vec(R))(HY o, HY)T,

©))
with the aforementioned example sentence pair:
(“Mary likes flour food”, “Mary love noodles”).
As shown in Figure 6(a), the words, POS and syn-
tactic dependencies are represented in the nodes
and edges, respectively.

The diagonal and off-diagonal elements in the
affinity matrix (Figure 6(d)) represent the affinity of
sentence linear structures and quadratic structures,
respectively. According to Zhou and De la Torre
(2015), the affinity matrix K’ can be factorized
into six matrices P, R, IX, IY HX HY (shown in
Figure 6(b,c)) and defined in Section 4.

Appendix B: Robustness of ISG

ISG has a set of important hyper-parameters A,
which trade-off the affinity regularizer R, and
matching loss £,,. We conducted experiments on
the Scitail test set with BERT g 4 as the encoder
to test the sensitivity of these hyper-parameters.
Figure 7 illustrates the performance changes w.r.t.
Aq in terms of accuracy, where A\, € [3e—3,1.1e—
2]. We can see that ISG performed best when
A =~ 8e — 3. However, the performance changes
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Figure 7: Accuracy curve of ISG-BERTp a5 W.I.t. A\,
(trade-off coefficient for affinity regularizer) on the Sci-
tail test set.

were not severe (from 90.6% to 90.8% in terms of
accuracy). We conclude that (1) the introduction of
the affinity regularizer enables ISG to have some
tolerances to the errors caused by the NLP parser,
which inevitably occurs in real-world applications;
(2) ISG is robust and not sensitive to the A,.
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