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Abstract

Heterogeneous Graph Neural Networks (Het-
erGNN) have been recently introduced as an
emergent approach for extracting document
summarization (EDS) by exploiting the cross-
relations between words and sentences. How-
ever, applying HeterGNN for long documents
is still an open research issue. One of the main
majors is the lacking of inter-sentence connec-
tions. In this regard, this paper exploits how to
apply HeterGNN for long documents by build-
ing a graph on sentence-level nodes (homoge-
neous graph) and combine with HeterGNN for
capturing the semantic information in terms of
both inter and intra-sentence connections. Ex-
periments on two benchmark datasets of long
documents such as PubMed and ArXiv show
that our method is able to achieve state-of-the-
art results in this research field.

1 Introduction

Extractive Document summarization aims to auto-
matically extract a set of sentences, which repre-
sents information for the whole document, by rank-
ing the importance of sentence features. Recent
works focus on GNN, a Deep learning-based ap-
proach that operates on graph domain (Zhou et al.,
2020), to achieve remarkable results in this research
field. Specifically, GNN-based models are able to
encode the complicated pairwise relationships be-
tween entity tokens for better informative represen-
tations (Wu et al., 2021). Cui et al. (2020) uses
information of topic-aware to change the represen-
tation of words to a new representation. Then, a
GNN-based model is presented for capturing re-
lationships efficiently via graph-structured docu-
ment representation between sentences. Sequen-
tially, HeterGNN, a special kind of GNN (Zhang
et al., 2019), has been proposed as a promising ap-
proach to enrich the relationships between words
and sentences. Wang et al. (2020) introduced HSG,
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a heterogeneous graph-based neural network for ex-
tractive summarization by using more fine-grained
semantic units in the summarization graph to ex-
tract the complex relationships between words and
sentences. Accordingly, the model has achieved the
top performance in CNN/DailyMail and NYT50
datasets in terms of the non-BERT-based approach.
In order to utilize the capability of BERT-based
models (Devlin et al., 2019), Jia et al. (2020) pro-
posed a hierarchical attentive heterogeneous graph
(HAHSum) to improve the redundant phrases prob-
lem between extracted sentences of the summariza-
tion, which has achieved promising results on news
article datasets such as CNN/DailyMail, NYT, and
Newsroom. Nevertheless, the model requires exter-
nal analysis for modeling long-range dependencies.
Intuitively, transformer-based language models are
not able to process long pieces of text. Several
works have provided promising results (Cui and
Hu, 2021), however, the input length limitation and
encoding of long texts are still open challenges in
this research field (Zhong et al., 2020).

In this study, we take an investigation on im-
proving the performance of the EDS problem for
long documents in which the core idea is to ex-
ploit the complex relationship in terms of both inter
and intra-sentence connections using graph-based
methods. Specifically, HeterGNN-based models
are able to enrich the cross-sentence relations by
adding a word node as the intermediary to connect
sentences. However, the inter-sentence connec-
tions are not considered. Specifically, only sen-
tences with common words can have a connection,
which might influence the performance, especially
in terms of long-form document representation.
Therefore, we present a novel method for enriching
the inter-sentences relations by proposing a homo-
geneous graph neural network (HomoGNN) and
incorporating the HeterGNN for final sentence rep-
resentations. In particular, inspired by recent state-
of-the-art models for long-form document represen-
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Figure 1: Overview pipeline of the proposed model which is executed simultaneously in two phases (a). The first
phase encodes the sentences with pre-trained BERT and uses [CLS] information as the input of a graph attention
layer (b). The second phase encodes the word and sentence nodes as the inputs of a heterogeneous graph layer (c).
The output of the two phases is concatenated and put into an MLP layer in order to classify labels for each sentence.

tations such as Longformer (Beltagy et al., 2020),
Big-Bird (Zaheer et al., 2020), and Poolingformer
(Zhang et al., 2021), we use the information at the
beginning of the sentence [CLS] representation for
the inputs of the graph attention layer. Sequentially,
the combination of HomoGNN and HeterGNN is
able to capture the semantic information for both
inter and intra-sentence connections. Figure 1 il-
lustrates the overview of the proposed model. To
the best of our knowledge, our method is the first
study to incorporate two types of graph structures
for the EDS task. Our source code is available for
further investigation on Github1.

2 Methodology

Given an arbitrary document D = {s1, .., sn} con-
sisting n sentences, the objective of EDS problem
is to predict a sequence of a set of binary label
{y1, .., yn}. Specifically, yj ∈ [0, 1] represents the
jth sentence, which should be included in the sum-
mary. Our proposed model for the EDS problem
includes two learning layers, which execute simul-
taneously, such as the homogeneous graph layer

1https://github.com/dungdx34/MTGNN-SUM

and the heterogeneous graph layer.

2.1 Homogeneous Graph Neural Network

Graph Construction: Let G1 = {V1, E1} denotes
an arbitrary graph, where V1 and E1 represent the
set of node and edge, respectively. Consequentially,
the homogeneous graph for an input document can
be defined as a set of node V1 = s1, ..., sn where
n is the number of sentence in the document. For
initialized encoder process, BERT (Devlin et al.,
2019) is used to generate the local hidden represen-
tations between sentences. Specifically, we adopt
the concept of BERTSUM(Liu and Lapata, 2019)
with multiple CLS for sentence representation. Se-
quentially, CLS and SEP tokens are inserted at the
beginning and end of each sentence, respectively.
Then, all tokens are fed into BERT to learn the
hidden state, which can be denoted as follows:

h1,0, h1,1, ..., hn,0, ..., hn,∗ =

BERT (w1,0, w1,1, ..., wn,0, ..., wn,∗)
(1)

where wi,j is the vector embedding of the sentence
ith and word jth. wi,0 and wi,∗ represents the CLS
and SEP tokens of the ith sentence, respectively.

https://github.com/dungdx34/MTGNN-SUM
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hi,j stands for the hidden state of the correspond-
ing token. After BERT encoding, we select the
hidden state of CLS to represent sentence contex-
tual representation, which is formulated as follows:

HB = h1,0, ..., hN,0 (2)

Sequentially, the initialized embedding is put into a
GAT model for enriching the sentence connections.
Graph Propagation: Regarding the message pass-
ing process, we adopt GAT model (Velickovic et al.,
2018) to learn the hidden representation of each
node by aggregating the information from its neigh-
bors. Specifically, the updated node with GAT can
be calculated as follows:

zij = LeakyReLU(Wa[Wqhi;Wehj ]) (3)

where hi represents the node representation of the
ith sentence. Wa, Wq, We, and Wv are trainable
weights. Subsequently, the attention score between
two sentence nodes is formulated as follows:

αij = softmax(zij) =
exp(zij)∑
l∈Ni

exp(zil)

µi = σ(
∑
j∈Ni

αijWvhj)
(4)

where σ denotes an activation function, and Ni

stand for neighbor nodes. Consequentially, the
output with multi-head attention can be calculated
as follows:

h′i = ||Kk=1σ(
∑
j∈Ni

αk
ijW

k
v hj) (5)

where ||∗ represents multi-heads concatenation.
Furthermore, a residual connection is adopted to
avoid gradient vanishing after iterations. Conse-
quentially, the final output can be updated as fol-
lows:

HG1
s = h′i + hi (6)

Generally, we use GAT for HB to learn the relation-
ship between sentences in a document. The output
includes the representation of sentences, which is
concatenated with the output of the heterogeneous
graph layer for the final representation of the sen-
tences.

2.2 Heterogeneous Graph Neural Network
Graph Construction: Let G2 = {V2, E2} de-
notes an undirected graph for representing the input
document. The heterogeneous graph for an input

document can be defined as V2 = Vw ∪ Vs and
E2 = {e11, ..., emn}, where Vw = {w1, ..., wm}
and Vs = {s1, ..., sn} represents m unique words
and n sentences of a document, respectively. eij
denotes the edge between the i-th word and j-th sen-
tence. Following the concept of HeterSumGraph
(Wang et al., 2020), sentence node features are cal-
culated by combining CNN for extracting the local
n-gram feature of each sentence and bidirectional
Long Short-Term Memory (BiLSTM) for extract-
ing the sentence-level feature.
Graph Propagation: The heterogeneous graph
layer is also updated using GAT, which is defined
from Equation 3 to Equation 6. However, the
vanilla GAT has been designed for homogeneous
graphs. Therefore, Wang et al. (2020) has pre-
sented a modified GAT and an iterative updating
mechanism for heterogeneous graph updated layer.
Specifically, the Equation 3 can be re-formulated
as follows:

zij = LeakyReLU(Wa[Wqhi;Wehj ; eij ]) (7)

where eij denotes the multi-dimensional embed-
ding space (eij ∈ Rmn×de), which is mapped from
edge weight eij . Sequentially, an iterative updat-
ing mechanism is adopted to obtain a new word
node and sentence node. In particular, in order to
pass messages between word and sentence nodes,
the sentences with their neighbor word nodes are
updated via modified-GAT and Position-Wise Feed-
Forward (FFN) layer, which can be formulated as
follows:

U1
s←w = GAT (H0

s , H
0
w, H

0
w)

H1
s = FFN(U1

s←w +H0
s )

(8)

where H0
w (H1

w) and H0
s are the node features

of word Xw (Xw ∈ Rm×dw ) and sentence Xs

(Xs ∈ Rn×ds), respectively. Note that H0
s is used

as the attention query and H0
w is regarded as key

and value. Sequentially, the new representations of
word nodes can be obtained using the updated sen-
tence nodes and further updated sentence or query
nodes, iteratively. Specifically, each iteration con-
tains a sentence-to-word and a word-to-sentence
update process, which is formulated as follows:

U t+1
w←s = GAT (Ht

w, H
t
s, H

t
s)

Ht+1
w = FFN(U t+1

w←s +Ht
w)

U t+1
s←w = GAT (Ht

s, H
t+1
w , Ht+1

w )

Ht+1
s = FFN(U t+1

s←w +Ht
s)

(9)
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Model PubMed arXiv
R-1 R-2 R-L R-1 R-2 R-L

Oracle (Xiao and Carenini, 2020) 55.05 27.48 49.11 53.89 23.07 46.54
SummaRuNNer+ 43.89 18.78 30.36 42.91 16.65 28.53
Seq2seq-attentive+ 44.81 19.74 31.48 43.58 17.37 29.30
Cheng&Lapata (2016)+ 43.89 18.53 30.17 42.24 15.97 27.88
Discourse-aware∗ 38.93 15.37 35.21 35.80 11.05 31.80
ExtSum-LG (Xiao and Carenini, 2020) 45.39 20.37 40.99 44.01 17.79 39.09
Match-Sum (Zhong et al., 2020) 41.21 19.41 36.75 40.59 12.98 32.64
Topic-GraphSum (Cui and Hu, 2021) 45.95 20.81 33.97 44.03 18.52 32.41
SSN-DM (Cui and Hu, 2021) 46.73 21.00 34.10 45.03 19.03 32.58
MTGNN-SUM 48.42 22.26 43.66 46.39 18.58 40.50

Table 1: Results on PubMed and arXiv datasets. Report results with * are from Cohan et al. (2018), and results
with + are from Xiao and Carenini (2019). Other results are obtained from respective papers. Oracle indicates the
ground truth results by using the greedy algorithm, which is regarded as the upper bound. Our results are reported
by averaging values of 3 runs.

2.3 Multi Graph Neural Network for EDS

The outputs of sentence features from the two afore-
mentioned layers are then concatenated for the final
representation, which is formulated as follows:

H = HG1
s ⊕HG2

s (10)

Observably, by concatenating the outputs of the
two aforementioned graph layers, the final repre-
sentation includes the information of both inter and
intra-sentence relations. Sequentially, the output of
the concatenation is put into a sentence classifier
for ranking the classification.

3 Experiments

3.1 Datasets

Two long document datasets are taken into account
for the evaluation. Specifically, PubMed and arXiv
are standard datasets for long documents, which
are scientific papers. For the data processing, we
use the same split as the work in Cohan et al.
(2018) to process the arXiv and PubMed datasets
for the evaluation and follow Liu and Lapata
(2019) to get ground-truth labels.

3.2 Hyperparameter Setting

Regarding the encoding, the vocabulary is limited
to 50,000 and the tokens are initialized with 300-
dimensional with Glove embedding. The dimen-
sion of sentence node and edge features are set to
128 and 50, respectively. The number of multi-head
in each GAT layer is set to 8. For the document

encoder, we use the bert-base-uncased version of
BERT and fine-tune for the experiments. In the
case of the decoding process, we select top-6 and
top-5 for PubMed and arXiv datasets, respectively,
according to the best performance of the validation
set. Due to the limited computational resources,
the maximum number of sentences in each doc-
ument is set to 150, which means only the first
150 sentences in each document are taken into ac-
count. More analysis of the length of sentences
is presented in the following section. The model
is trained with the Adam optimizer. The learning
rate is set to 1e-3 and use early stop with every
three epochs. Moreover, learning rate decay is
used after each epoch to improve performance. All
models are trained on a single Tesla V100 32GB
GPU, which has completed the training process
with around 10 epochs. The total time for each
epoch with the best model is around 6 hours and 3
hours for PubMed and arXiv datasets, respectively.

3.3 Experimental Results
Table 1 shows the results of our method compared
with state-of-the-art models on PubMed and arXiv,
respectively. The comparison models are divided
into different parts. The first part reports the re-
sults of Oracle, which is regarded as ground truth
extracted sentences. The second part shows the re-
sults of the approach without pre-trained language
models. The third approach includes BERT-based
models. The next section presents the result of the
graph-based approach including the models with
the document-level approach, which requires differ-
ent levels of information such as words, sentences,
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latent topics, and spotlights redundancy dependen-
cies between sentences. The last section is our
model, which is named MTGNN-SUM.

Accordingly, our results outperform state-of-the-
art models in this research field. In particular, only
R-2 of SSN-DM, the lasted state-of-the-art model is
slightly better than our method in the case of arXiv
datasets. However, the R-L metric of our method is
much higher than the SSN-DM model. The results
indicate the advantage of the proposed method by
integrating both inter and intra-sentence relations.
Specifically, inter-sentence allows information to
flow for all sentence nodes and intra-sentence en-
riches the information of sentence nodes that con-
tain common words. This issue especially is able
to deal with the long-range dependency problem
because the sentences, which are far from each
other (e.g., by the distance of sentence positions),
are able to share the information by using com-
mon words. Notably, our model does not need to
consider any external semantic nodes for enriching
global information (e.g., latent topic).

4 Quality Analysis

Ablation Study. In our model, we enrich the com-
plex relationships by exploring both heterogeneous
graph and homogeneous graph operations for sen-
tence connection. In order to explore the effec-
tiveness of each component, we design different
variants of the proposed model as follows:

• HomoGraph-SUM: contains a graph atten-
tion layer for document encoding to extract
inter-sentence relationships. The model is con-
structed following the description in Section
2.1 of Homogeneous Graph Neural Network.

• HeterGraph-SUM: contains a heterogeneous
graph layer that contains semantic nodes to
enrich the cross-sentence relations. Specifi-
cally, HeterGraph-Sum is designed following
the description in Section 2.2.

The results of those aforementioned variants of
our model on benchmark datasets are presented in
Tab. 2. Accordingly, MTGNN-SUM outperforms
all variants, which proves that executing message
passing across sentences in the proposed model
by incorporating both graph structures can achieve
better results.
Length of Document. In this study, we set the
maximum number of sentences in each document
to equal 150 due to our limited computational re-
sources. Though, we are able to improve the perfor-

Dataset Model R-1 R-2 R-L
PubMed HomoGraph-SUM 39.29 13.74 34.49

HeterGraph-SUM 46.03 19.79 41.48
MTGNN-SUM 48.42 22.26 43.66

arXiv
HomoGraph-SUM 41.13 13.11 35.84
HeterGraph-SUM 45.06 16.97 39.38
MTGNN-SUM 46.39 18.58 40.50

Table 2: Ablation study results on two datasets.

mance by learning whole-length sentences of the
datasets, which include many documents with more
than 200 sentences. In order to evaluate the impor-
tance of the document length value, we tested our
model with the maximum number of sentences be-
ing 50 and 100 sentences, respectively. The results
of the test models on different values of maximum
document sizes are shown in Table 3. Accordingly,

Dataset Model R-1 R-2 R-L

PubMed
MTGNN-SUM-50 46.20 20.04 41.58
MTGNN-SUM-100 47.85 21.64 43.13
MTGNN-SUM-150 48.42 22.26 43.66

arXiv MTGNN-SUM-50 44.91 16.89 39.14
MTGNN-SUM-100 46.09 17.98 40.29
MTGNN-SUM-150 46.39 18.58 40.50

Table 3: Results of the proposed model with different
lengths of sentences.

by increasing the maximum length of sentences,
the performances are improved. In particular, the
results indicated that tuning the max length of sen-
tence value is able to enhance the performance.
Specifically, we take this issue into account for the
future work of this study by executing our model
with a longer maximum size of documents.

5 Conclusion

This paper presents a novel graph-based method
for the EDS task, which focuses on exploiting
the complex relationship in terms of both inter
and intra-sentence relations of the long-form docu-
ments. Specifically, two types of graph structures
are developed for enriching sentence representa-
tions. The experiments on two benchmark datasets
show promising results of the proposed method.
Regarding future work, segmentation methods are
taken into account for dividing long documents into
paragraphs. Specifically, analyzing the complex
relationships between paragraphs and integrating
them into graphs as an additional node is able to
enrich the information for the representation.
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