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Abstract

Grounding dialogue agents with knowledge
documents has sparked increased attention in
both academia and industry. Recently, a grow-
ing body of work is trying to build retrieval-
based knowledge-grounded dialogue systems.
While promising, these approaches require col-
lecting pairs of dialogue context and the cor-
responding ground-truth knowledge sentences
that contain the information regarding the di-
alogue context. Unfortunately, hand-labeling
data to that end is time-consuming, and many
datasets and applications lack such knowledge
annotations. In this paper, we propose a recip-
rocal learning approach to jointly optimize a
knowledge retriever and a response ranker for
knowledge-grounded response retrieval with-
out ground-truth knowledge labels. Specifi-
cally, the knowledge retriever uses the feed-
back from the response ranker as pseudo super-
vised signals of knowledge retrieval for updat-
ing its parameters, while the response ranker
also receives the top-ranked knowledge sen-
tences from knowledge retriever for optimiza-
tion. Evaluation results on two public bench-
marks show that our model can significantly
outperform previous state-of-the-art methods.

1 Introduction

Human-machine communication is one of the ul-
timate goals of artificial intelligence. Recently,
building a dialogue system with intelligence has
sparked increased attention in both academia and
industry. Advanced work includes retrieval-based
methods (Zhou et al., 2018b; Tao et al., 2019; Han
et al., 2021) and generation-based methods (Li
et al., 2016; Serban et al., 2016; Zhang et al., 2020).
In this paper, we focus on the retrieval-based ap-
proaches since they are superior in providing infor-
mative and fluent responses to a human input by
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selecting a proper response from a pre-built index.
However, such models are still limited in their abil-
ity to fully understand the human query and predict
a more engaging response. To this end, some re-
searchers have begun to ground dialogue agents
with knowledge (Dinan et al., 2019; Gopalakrish-
nan et al., 2019; Gunasekara et al., 2019) since
humans can naturally associate the content of the
conversation with the background knowledge in
his/her mind, which has led to improved perfor-
mance.

Two prominent lines of research have evolved for
this task. One is to build retrieval-based knowledge-
grounded dialogue models by directly attending to
all available knowledge entries (Gu et al., 2019;
Zhao et al., 2019; Gu et al., 2020; Hua et al.,
2020). The other is to separate the knowledge-
grounded response retrieval process into two stages:
knowledge retrieving and response ranking (Di-
nan et al., 2019; Gopalakrishnan et al., 2019; Tao
et al., 2021), in which a knowledge retriever first se-
lects relevant knowledge sentences from grounded
documents, and then a response ranker incorpo-
rates the retrieved knowledge sentences from the
knowledge retriever and ranks the candidate re-
sponses regarding the dialogue context. However,
a long-standing issue on this task is that it is non-
trivial to collect large-scale dialogues that are nat-
urally grounded on a small set of knowledge sen-
tences. To train such models, one should first col-
lect pairs of dialogue context and the correspond-
ing list of knowledge sentences that contains the
information corresponding to the dialogue context.
Unfortunately, hand-labeling data to that end is
time-consuming, and many data sets and applica-
tions lack such knowledge annotations1. Therefore,

1While some data sets, e.g., Wizard of Wikipedia (Dinan
et al., 2019), have ground-truth knowledge labels, many other
data sets do not, e.g., CMU_DoG (Zhou et al., 2018a).
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the above two research lines both suffer from in-
sufficient knowledge supervision. The former is
prone to be affected by noise from irrelevant and
redundant knowledge when conducting response
retrieval, and the knowledge retrieving process of
the latter suffers from the lack of labels indicating
the ground-truth knowledge sentences. Hence, the
challenge we consider is: How to better optimize
the knowledge retriever and response ranker jointly
without ground-truth knowledge labels?

To address the challenge, we follow the two-
stage paradigm and propose a Reciprocal learn-
ing approach to jointly optimize knowledge re-
triever and response ranker for response retrieval
in Knowledge-Grounded Conversations. We name
our model as RECKGC. In reciprocal learning, the
knowledge retriever uses the feedback from the
response ranker as pseudo supervised signals of
knowledge retrieval for updating its parameters,
while the response ranker also receives the top-
ranked knowledge sentences from the knowledge
retriever to optimize itself. We use the posterior es-
timate to train the knowledge retriever, and use the
prior information to train the response ranker. By
this means, the knowledge retriever and response
ranker can be jointly optimized without ground-
truth knowledge labels.

We conduct experiments on two public bench-
marks including Wizard of Wikipedia (Dinan et al.,
2019) and CMU_DoG (Zhou et al., 2018a). Eval-
uation results indicate that our model can sig-
nificantly outperform the existing methods, and
achieve new state-of-the-art performance on both
data sets. Our contributions in this paper are two-
fold: (1) proposal of a reciprocal learning of knowl-
edge retriever and response ranker for knowledge-
grounded response retrieval without ground-truth
knowledge label; (2) Empirical verification of the
effectiveness of the proposed learning approach on
two public benchmarks.

2 Related Work

Early studies of retrieval-based dialogue systems
focused on building single-turn context-response
matching models that consider only a single utter-
ance or several utterances in the context that are
concatenated into a long sequence for response se-
lection (Wang et al., 2013, 2015). Recently, more
emphasis has been placed on response retrieval
with multi-turn dialogue context and lots of impres-
sive results have been obtained, including the dual

LSTM model (Lowe et al., 2015), the sequential
matching network (SMN) (Wu et al., 2017), the
deep attention matching network (DAM) (Zhou
et al., 2018b), the multi-hop selector network
(MSN) (Yuan et al., 2019). With advances in
pre-trained language models (Devlin et al., 2019a;
Liu et al., 2019), some researchers also attempt
to apply them on response selection: to rep-
resent each utterance-response pair with BERT
and fuse these representations to compute the
context-response matching score (Vig and Ramea,
2019); to directly treat the context as a long se-
quence and conduct context-response matching
with BERT (Whang et al., 2020); to leverage fine-
grained post-training for improving retrieval-based
dialogue systems (Han et al., 2021).

Inspired by the ability of human beings to as-
sociate dialogue content with background knowl-
edge in his/her mind, researchers have begun to
ground dialogue agents with knowledge. Zhang
et al. (2018) collect a persona-based dialogue
corpus which utilizes the interlocutor’s profile
as background knowledge; Zhou et al. (2018a)
publish a corpus which contains conversations
grounded in articles about popular movies; Dinan
et al. (2019) release another corpus with Wiki ar-
ticles as grounded documents which cover a wide
range of topics. At the same time, lots of repre-
sentative models have been obtained. Zhao et al.
(2019); Gu et al. (2019); Hua et al. (2020) suc-
cessively put forward document-grounded match-
ing network (DGMN), dually interactive matching
network (DIM), and RSM-DCK which let the dia-
logue context and all knowledge sentences interact
with candidate responses respectively with cross-
attention mechanism. Gu et al. (2020) propose a
document-grounded model named FIRE which first
compute the importance score for each context turn
and knowledge sentence, then further use them to
weigh the corresponding representation. Dinan et al.
(2019) also propose to joint learn the knowledge se-
lection and response matching in a multi-task man-
ner or a two-stage training procedure. This strategy,
however, requires ground-truth knowledge labels
annotated by human wizards, which is presumed
absent in our paper. Recently, Tao et al. (2021)
study response matching in knowledge-grounded
conversations under a zero-resource setting. In par-
ticular, they propose decomposing the training of
the knowledge-grounded response selection into
three tasks and jointly training all tasks in a unified
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pre-trained language model.

3 Methodology: RECKGC

In this section, we first formalize the task of
knowledge-grounded response retrieval and then
introduce our model from overview to several com-
ponents to reciprocal learning of them.

3.1 Problem Formalization

Suppose that we have a knowledge-grounded di-
alogue data set D = {Ci,Ki, ri, yi}Ni=1, where
Ci is a dialogue context that is the concatenated
token sequence of multi-turn utterances, Ki =
{k1, k2, . . . , knk

} is a collection of background
knowledge for conversation with kj the j-th knowl-
edge sentence and nk is the number of knowledge
sentences; ri is a candidate response; yi = 1 in-
dicates that ri is a proper response for Ci and Ki,
otherwise, yi = 0. The goal is to learn a match-
ing model g(C,K, r) from D, and thus for any
new context-knowledge-response triple (C,K, r),
g(C,K, r) returns the matching degree between r
and (C,K). Finally, given a series of candidate re-
sponses regarding the same (C,K), one can collect
the matching scores and conduct response ranking.

3.2 Model Overview

Our model is composed of two modules, the knowl-
edge retriever and the response ranker. Given an
input dialogue context and a collection of back-
ground knowledge sentences, these modules are
used in a two-step process to predict a response.
First, the knowledge retriever selects a small subset
of knowledge sentences from the knowledge col-
lection where some of them contain relevant infor-
mation regarding the dialogue context. Then these
extracted knowledge sentences are processed by the
response ranker, along with the dialogue context,
to thoroughly examine the selected knowledge and
contexts, and predict the matching degree of a can-
didate response. Figure 1 shows an illustration of
our model and reciprocal learning procedure. For
the knowledge retriever, we use a dual-encoder ar-
chitecture (Bromley et al., 1993), which is efficient
for processing potential massive of knowledge sen-
tences. For the response ranker, we leverage the
standard transformer architecture, which performs
full attention over the inputs and gives consider-
able natural language understanding performance.
Both of the modules can be initialized from pre-
trained language models such as BERT (Devlin

Knowledge
Retriever

Dialogue
context(𝐶)

"𝐾 = argsort
!!∈#

𝑝(𝑘$|𝐶; 𝜙) [:𝑚]

Response
Ranker

𝑔 𝐶,𝐾, 𝑟% , 𝑟% ∈ 𝑅

Pseudo supervised signal

𝑝 𝑟& "𝑘'; 𝜃 , "𝑘' ∈ "𝐾

Background
knowledge(𝐾)

Top-𝑚
knowledge( "𝐾)

Candidate
responses(𝑅)

Score

Figure 1: The illustration of our proposed model and
reciprocal learning procedure.

et al., 2019b) or RoBERTa (Liu et al., 2019).
The focus of this work is to train the knowledge

retriever without ground-truth knowledge labels
and conduct the reciprocal learning of knowledge
retriever and response ranker in an end-to-end set-
ting. We discuss each component and our training
objective in detail below.

3.3 Knowledge Retriever
Given a dialogue context C and a collection of
background knowledge K = {k1, k2, . . . , knk

},
we propose a knowledge retriever is to select a
relevant subset of knowledge sentences for the con-
text. For this purpose, the retriever performs a
ranking of the knowledge sentences conditioned
on the dialogue context and outputs the top-ranked
knowledge sentences.

Following Dinan et al. (2019), we leverage a
knowledge retriever model composed of an em-
bedder function Eretr(·) that maps any knowledge
sentence ki ∈ K or dialogue context C to a d-
dimensional vector, such that the similarity score
between dialogue context C and a knowledge sen-
tence ki can be defined as a scaled dot product of
their representation vectors:

s(C, ki;ϕ) =
Eretr(C)TEretr(ki)√

d
(1)

where
√
d is a relevance score scaling referring to

Sachan et al. (2021), and the retriever is parameter-
ized by ϕ. Although in principle the embedder func-
tion Eretr(·) can be implemented by any neural
networks, in this work we use BERT-Small (Turc
et al., 2019), which is a smaller BERT (28M) com-
pared to BERT-base (110M) to take advantage of
pre-training while decreasing the number of net-
work parameters. We take the representation at the
[CLS] token as the output, thus d = 512. Dif-
ferently from the traditional dual-encoder, we use
the same encoding function Eretr(·) for the con-
text and knowledge sentence by sharing parameters.
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The probability of a knowledge sentence ki being
relevant to the context C is defined as:

p(ki|C;ϕ) =
exp(s(C, ki;ϕ))∑nk
t=1 exp(s(C, kt;ϕ))

(2)

where ki ∈ K. Through Eq. 2, we can obtain
the top-m knowledge sentences with the highest
individual score as K̄ = {k̄1, k̄2, . . . , k̄m}.

3.4 Response Ranker
Besides the knowledge retriever, our model con-
sists of a response ranker that outputs the match-
ing degree of a candidate response rj based on
retrieved knowledge sentences K̄ and dialogue con-
text C. We consider fine-tuning the existing PLMs,
which is BERT-base (110M) in our paper, to obtain
more competent dialogue modeling performance.
Concisely, we first concatenate retrieved knowl-
edge sentences K̄, dialogue context C and candi-
date response rj as a consecutive token sequence
with special tokens separating them as,

xj = {[CLS], k̄1,[SEP], . . . , k̄m,[SEP],

C,[SEP], rj ,[SEP]}
(3)

Then token, position and segment embeddings of
each word of xj are summated and fed into another
embedder function Erank(·) (i.e. BERT-base). Fi-
nally, we achieve the contextualized embedding
Erank(xj) and feed it into a multi-layer percep-
tron (MLP) to obtain the final matching degree of
a candidate response rj as:

h(C, K̄, rj ; θ) = W2 ·f(W1 ·Erank(xj)+b1)+b2
(4)

where W1,W2, b1, b2 are learnt parameters, f(·)
is a tanh activation function, and the ranker is
parameterized by θ. The probability of a candi-
date response rj being proper to the context C and
retrieved knowledge sentences K̄ is calculated as

p(rj |C, K̄; θ) =
exp(h(C, K̄, rj ; θ))∑nr
t=1 exp(h(C, K̄, rt; θ))

(5)

where nr is the number of candidate responses
regarding the C and K̄. We denote the collec-
tion of candidate responses for the context C and
background knowledge K as R which contains a
ground-truth candidate response r+, hence the size
of R is nr and rj ∈ R. Now we can obtain the top
candidate response with the highest probability as
the output of knowledge-grounded dialogue system
from Eq. 5.

3.5 Reciprocal Learning of Knowledge
Retriever and Response Ranker

Contrary to previous work on knowledge-grounded
response retrieval, we propose a reciprocal learn-
ing approach to jointly optimize the knowledge
retriever and the response ranker in an end-to-end
differentiable fashion. While in this paper, we as-
sume that there are no ground-truth labels for ex-
tracting relevant knowledge, which is practical but
makes the problem even more challenging.

In reciprocal learning, the trainable components
consist of the knowledge retriever (ϕ) and response
ranker (θ) parameters. For the training objective of
the overall model, we propose to find ϕ and θ that
would maximize the likelihood of a ground-truth
response r+ as:

p(r+|C,K;ϕ, θ) =
∑
K̄⊂K

p(r+|C, K̄; θ)p(K̄|C;ϕ)

(6)
However, marginalizing over all possible values
of K̄, which is a subset of retrieved knowledge
sentences, is intractable as it is essentially combi-
natorial. The log-likelihood of a particular value of
K̄ is:

log p(r+|C,K̄; θ)p(K̄|C;ϕ) =

log p(r+|C, K̄; θ)︸ ︷︷ ︸
response ranker

+ log p(K̄|C;ϕ)︸ ︷︷ ︸
knowledge retriever

(7)
where the first term is parameterized by response
ranker θ and the second term is parameterized by
knowledge retriever ϕ. We discuss how to optimize
both components in detail below.

Optimization of the Response Ranker (θ) For
updating θ, we maximize the first term of Eq. 7.
Specifically, we first construct K̄ by retrieving the
top-m relevant knowledge sentences that have the
highest similarity scores from retriever. The sim-
ilarity score is computed by Eq. 1 based on the
current value of knowledge retriever parameters ϕ.
Since we already have the ground-truth response
r+, the training objective of the response ranker for
each training sample can be defined as the negative
log-likelihood loss:

Lθ = − log p(r+|C, K̄; θ) (8)

where the probability of the ground-truth response
p(r+|C, K̄; θ) can be computed by Eq. 5.
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Optimization of the Knowledge Retriever (ϕ)
For updating ϕ, we maximize the second term of
Eq. 7. However, since there are no ground-truth
labels for extracting relevant knowledge, we can
not simply optimize the knowledge retriever (ϕ) by
the negative log-likelihood loss similar to Eq. 8. To
solve the problem, we consider incorporating the
posterior information to provide additional guid-
ance on obtaining appropriate knowledge during
training, and the posterior estimate of the second
term is formulated as log p(K̄|C, r+; θ, ϕ). Since
it is non-trivial to maximize a probability of a
set, we instead maximize the sum of the proba-
bility of each knowledge sentence k̄t in the set K̄,
i.e. log

∑m
t=1 p(k̄t|C, r+; θ, ϕ). The probability of

each knowledge sentence p(k̄t|C, r+; θ, ϕ) can be
further rewritten using the Bayes Rule:

p(k̄t|C, r+; θ, ϕ) =
p(r+|C, k̄t; θ)p(k̄t|C;ϕ)

p(r+|C; θ, ϕ)

∝ p(r+|C, k̄t; θ)p(k̄t|C;ϕ)
(9)

Here we choose not to normalize with denomina-
tor p(r+|C; θ, ϕ) because computing this quantity
would necessitate summing over all nk knowledge
sentences2. The response ranker now computes the
probability of ground-truth response p(r+|C, k̄t; θ)
conditioned on only one knowledge sentence k̄t
with a current value of θ.

In fact, in knowledge-based dialogues, lots of
samples may be able to match ground-truth re-
sponse only based on the dialogue context which
contains enough retrieval clues (would be illus-
trated in the ablation study in Section 4.5). In this
case, the contribution from knowledge would be
very small and the training time may be increased.
Meanwhile, we also consider introducing heuristic
similarity unigram F1 (denoted as ρ(·, ·)) between
a retrieved knowledge k̄t and ground-truth response
r+ as supplementary posterior information for su-
pervising knowledge retriever, as we intuitively
believe human responses have a strong correlation
with the selected knowledge sentence. To better
measure the contribution of k̄t, while reducing dis-
tractions of the dialogue context C, we estimate
p(r+|C, k̄t; θ) as:

p(r+|k̄t; θ) + ρ(k̄t, r
+) (10)

where the probability p(r+|k̄t; θ) can be obtained
similar to Eq. 5 but the context C is removed from

2Nevertheless, we observe that our training method still
behaves well in practice.

Algorithm 1: The proposed reciprocal
learning approach
Input: Training set D, knowledge retriever

ϕ, response ranker θ, learning rate
ηϕ, ηθ, number of epochs Nep,
number of iterations Nit;

1 Initialize knowledge retriever ϕ and
response ranker θ with BERT-small and
BERT-base respectively;

2 for e = 1, 2, ..., Nep do
3 Shuffle training set D;
4 for t = 1, 2, ..., Nit do
5 Fetch a batch of training data B;
6 Obtain the top-m knowledge

sentences K̄ with current value of
ϕ by Eq 2;

7 Compute Lθ with K̄ by Eq. 3, 4, 5
and 8;

8 Compute the gradients and update
θ:

9

θ ← θ + ηθ
∂Lθ(B)

∂θ

Compute Lϕ with K̄ and current
value of θ by Eq. 9, 10, 11 and 12 ;

10 Compute the gradients and update
ϕ:

11

ϕ← ϕ+ ηϕ
∂Lϕ(B)

∂ϕ

Output: ϕ, θ.

the input sequence of Eq. 3. In our preliminary ex-
periments, we observe that the introduction of the
dialogue context C makes the training of knowl-
edge retriever unstable and degrades the perfor-
mance.

Then, we compute p(k̄t|C;ϕ) by

p(k̄i|C;ϕ) =
exp(s(C, k̄i;ϕ)/τ)∑m
t=1 exp(s(C, k̄t;ϕ)/τ)

(11)

where k̄t ∈ K̄. Note that there is a slight difference
in form between Eq. 11 and Eq. 2 where we do not
sum over all knowledge sentences K in the denom-
inator which may be massive in practice. As an
alternative, we introduce τ as a temperature hyper-
parameter assuming that knowledge sentences be-
yond the top-m contribute very small scores to the
approximation. The training objective of knowl-
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Statistics
Wizard of Wikipedia CMU_DoG

Train Valid Test Seen Test Unseen Train Valid Test

# Utterances 166,787 17,715 8,715 8,782 74,717 4,993 13,646
# Conversations 18,430 1,948 965 968 3,373 229 619
# Topics/Documents 1,247 599 533 58 30 30 30
Avg. # turns 9.0 9.1 9.0 9.1 22.2 21.8 22.0
Avg. # words per turn 16.4 16.4 16.4 16.1 18.6 20.1 18.1
Avg. # knowledge entries 61.2 61.5 60.8 61.0 31.3 30.4 31.8
Avg. # words per knowledge 37.2 37.6 36.9 37.0 27.2 28.2 27.0

Table 1: The statistics of two benchmarks.

edge retriever is to minimize the following loss:

Lϕ = − log
m∑
t=1

p(k̄t|C, r+; θ, ϕ) (12)

Joint Optimization of Overall Model In the
overall model, the knowledge retriever and re-
sponse ranker are jointly optimized in an end-to-
end differentiable way. The training objective is to
minimize:

L = Lϕ + Lθ (13)

Intuitively, we train the response ranker using
prior knowledge distribution in Eq. 2 since we do
not introduce the information from ground-truth
response r+. Consequently, there is no mismatch
between training and inference, which is useful
when the ground-truth response is not known dur-
ing inference. While for the knowledge retriever,
we introduce additional information from r+ for
posterior estimate to learn from richer training sig-
nals rather than relying solely on the prior. Al-
gorithm 1 demonstrates the pseudo code of our
proposed reciprocal learning approach.

4 Experiments

To demonstrate the effects of the proposed models,
we conduct experiments on two public data sets.

4.1 Benchmarks and Evaluation Metrics
We evaluate the proposed method on two pub-
lic benchmarks including Wizard of Wikipedia
(WoW) (Dinan et al., 2019) and CMU Document
Grounded Conversations (CMU_DoG) (Zhou et al.,
2018a). The statistics of the two benchmarks are
shown in Table 1.

The first benchmark we employ is the Wizard of
Wikipedia (WoW) (Dinan et al., 2019). During the
conversation collection, one of the paired speakers
is asked to play the role of a knowledgeable ex-
pert with access to the given knowledge collection,

while the other one acts as a curious learner. The
test set is divided into two subsets by Dinan et al.
(2019): Test Seen and Test Unseen. The former
shares 533 common topics with the training set,
while the latter contains 58 new topics uncovered
by the training or validation set. In the validation
set or test set, the ratio between positive and nega-
tive responses is 1:99. Since the training data set
do not contain negative responses, we adopt in-
batch negatives consistent with Dinan et al. (2019),
where the ground-truth responses of the other batch
elements are treated as negative training responses.

The second benchmark we use is CMU_DoG
data set published in Zhou et al. (2018a). Amazon
Mechanical Turk is used to collect conversations
based on certain knowledge documents in this data
set. The knowledge topics are all about movies,
which provide interlocutors with common topics
to discuss in a natural way. Two situations are in-
vestigated to compel two paired workers to talk
about the given documents. In the first one, only
one interlocutor has access to the document, while
the other does not. The interlocutor with access
to the given knowledge document is instructed to
introduce the movie to the other. In the second
one, both interlocutors can see the given document
and are required to talk about its content. Con-
sistent with previous works, we follow Zhao et al.
(2019) and merge data in the two scenarios to form
a larger data set considering the small number of
conversations in each scenario. The ratio between
positive and negative responses is 1:19. For a fair
comparison, we use the version of data released by
DGMN (Zhao et al., 2019).

Consistent with the widely adopted settings on
these two benchmarks, we employ recall n at k
(i.e., R@k, where n = 100 for WoW and n = 20
for CMU_DoG and k = {1, 2, 5}) as the evalu-
ation metrics of response ranking in Table 2 and
Table 3, measuring if the ground-truth response
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can be ranked in top k positions when there are
n response candidates. For evaluating the perfor-
mance of knowledge retrieving in Table 4, we also
use recall nk at k to measure if the ground-truth
knowledge can be ranked in top k positions when
there are nk knowledge sentences on WoW data.

4.2 Baselines

As the characteristics of the two benchmarks are
different (e.g. only WoW data provide the ground-
truth knowledge labels), we compare the proposed
model with the baselines on both data individually.

Baselines on WoW. 1) IR Baseline (Dinan et al.,
2019) uses word overlap for response selection;
2) BoW MemNet (Dinan et al., 2019) is a mem-
ory network where knowledge sentences are em-
bedded with bag-of-words representation, and the
model jointly learns the knowledge selection and
response matching; 3) Two-stage Transformer (Di-
nan et al., 2019) trains two individual Transform-
ers for knowledge selection and response retrieval
respectively. The best-performing model on knowl-
edge selection is selected for dialogue retrieval;
4) Transformer MemNet (Dinan et al., 2019) is an
extension of BoW MemNet, and the dialogue con-
text, knowledge sentences and candidate responses
are encoded with Transformer encoder that pre-
trained on a large-scale corpus; 5) PTKGC (Tao
et al., 2021) conduct knowledge-grounded response
matching in a zero-resource setting, which decom-
poses the training of response selection into three
tasks and jointly trains all tasks in a unified model.
It should be noted that we do not compare with
the MNDB model (Zhang et al., 2021), because
the authors reconstruct the dataset and only retain
32 knowledge candidates for each dialogue, which
make this task easier.

Baselines on CMU_DoG 1) Starspace (Wu et al.,
2018) match the response using the cosine similar-
ity between a concatenated sequence of dialogue
context and knowledge, and the response candidate
represented by StarSpace; 2) BoW MemNet (Zhang
et al., 2018) is a memory network with the BOW
representation of knowledge as memory entries; 3)
KV Profile Memory (Zhang et al., 2018) is a key-
value memory network grounded on knowledge
profiles; 4) Transformer (Mazare et al., 2018) en-
code all utterances with a pre-trained Transformer
similar to BoW MemNet; 5) DGMN (Zhao et al.,
2019) lets the dialogue context and all knowledge

sentences interact with the candidate response re-
spectively through cross-attention; 6) DIM (Gu
et al., 2019) is similar to DGMN and all utterance
are encoded with BiLSTMs; 7) RSM-DCK (Hua
et al., 2020) obtains query-aware knowledge repre-
sentation and query-aware context representation
for response matching; 8) FIRE (Gu et al., 2020)
filters the context and knowledge first and then use
the filtered context and knowledge to iteratively
conduct response matching.

4.3 Technical Details

The response ranker and knowledge retriever are
implemented with transformers library provided
by huggingface3. Adam (Kingma and Ba, 2015)
with β1 = 0.9 and β2 = 0.999 is the optimizer and
the initial learning rate of knowledge retriever and
response ranker are 1e-5 and 3e-5. We choose 32
as the size of mini-batches for training on WoW
data and 8 on CMU_DoG. During the training,
the maximum lengths of the knowledge sentence,
dialogue context, and response candidate are set to
40, 80 and 60 on WoW data respectively, while on
CMU_DoG we set the the maximum length of the
dialogue context as 200. m is set as 5 on both data.
τ is set to 0.2 on Eq. 11. We avoid computing the
gradients of response ranker parameters θ during
estimating p(r+|k̄t; θ) on Eq. 10. Early stopping
on the validation set is adopted as a regularization
strategy. The best model is selected based on the
validation performance.

4.4 Evaluation Results

Performance of Response Ranking. Table 2
and 3 provide the evaluation results of response
selection on WoW and CMU_DoG respectively.
Numbers in bold mean that improvement over the
best baseline is statistically significant (t-test with
p < 0.05). Our proposed RECKGC can signifi-
cantly outperform state-of-the-art models across all
metrics on both data. Besides, it is interesting to
find that our model achieves more improvement
gain on Test Unseen set than Test Seen compared
with baselines. The results may be attributed to
our model’s superior generalization abilities on di-
alogues with new topics as compared to the pre-
vious work, demonstrating the advantages of our
proposed reciprocal learning approach.

3https://github.com/huggingface/
transformers

https://github.com/huggingface/transformers
https://github.com/huggingface/transformers
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Models
Test Seen Test Unseen

R@1 R@2 R@5 R@1 R@2 R@5

IR Baseline (Dinan et al., 2019) 17.8 - - 14.2 - -
BoW MemNet (Dinan et al., 2019) 71.3 - - 33.1 - -
Two-stage Transformer (Dinan et al., 2019) 84.2 - - 63.1 - -
Transformer MemNet (Dinan et al., 2019) 87.4 - - 69.8 - -
PTKGC (Tao et al., 2021) 89.5 96.7 98.9 69.6 85.8 96.3

DIM (Gu et al., 2019) 83.1 91.1 95.7 60.3 77.8 92.3
FIRE (Gu et al., 2020) 88.3 95.3 97.7 68.3 84.5 95.1

RECKGC 92.6 97.2 99.2 76.7 88.7 96.6

Table 2: Evaluation results of response selection on the test sets of the Wizard of Wikipedia data. Numbers in bold
mean that improvement over the best baseline is statistically significant (t-test, p-value < 0.05).

Models R@1 R@2 R@5
Starspace (Wu et al., 2018) 50.7 64.5 80.3
BoW MemNet (Zhang et al., 2018) 51.6 65.8 81.4
KV Profile Memory (Zhang et al., 2018) 56.1 69.9 82.4
Transformer (Mazare et al., 2018) 60.3 74.4 87.4
PTKGC (Tao et al., 2021) 66.1 77.8 88.7

DGMN (Zhao et al., 2019) 65.6 78.3 91.2
DIM (Gu et al., 2019) 78.7 89.0 97.1
RSM-DCK (Hua et al., 2020) 79.3 88.8 96.7
FIRE (Gu et al., 2020) 81.8 90.8 97.4

RECKGC 84.0 92.9 98.2

Table 3: Evaluation results of response selection on the
test set of the CMU_DoG data. Numbers in bold mean
that improvement over the best baseline is statistically
significant (t-test, p-value < 0.05).

Performance of Knowledge Retrieving. Since
the WoW data contain the ground-truth knowledge
labels, we also assess the performance of knowl-
edge retriever with Recall-based metrics in Ta-
ble 4. Besides, we design two baselines where
knowledge retriever (a dual-encoder) is merely
trained with supervised or weakly supervised la-
bels. First, we train it with ground-truth knowl-
edge labels (denoted as “Dual-Enc (supervised)”).
Then in the weakly supervised scenario, we con-
sider ki ∈ K that has the highest ρ(ki, r+) in each
sample as pseudo ground-truth knowledge (denoted
as “Dual-Enc (weakly supervised)”). We can find
that training with ground-truth knowledge labels
brings more improvement to the dual encoder than
training with pseudo knowledge labels, indicating
that pseudo labels are just a sub-optimal supervised
learning signal. Notably, the knowledge retriever
trained with our proposed reciprocal learning ap-
proach outperforms several supervised or weakly
supervised baselines and obtains comparable re-
sults with “Dual-Enc (supervised)”, which proves

the effectiveness of our approach.

4.5 Discussions

Ablation Study. We conduct a comprehensive
ablation study to investigate the impact of different
inputs, posterior information and learning strate-
gies. Table 5 also provides the ablation results.
Firstly, we remove the knowledge from the model,
which is denoted as “RECKGC (w/o. knowledge)”.
This model is degraded into a traditional context-
response matching paradigm. We can find that
removing the knowledge will lead to a dramatic
performance drop, which indicates that knowl-
edge is important in response retrieval. How-
ever, this model can still outperform some base-
lines such as BoW MemNet, which proves that
some ground-truth responses can be inferred only
from the context. Then, we remove the p(r+|k̄t; θ)
and ρ(k̄t, r

+) on Eq. 10 and denote them as
“RECKGC (w/o. kr)” and “RECKGC (w/o. f1)” re-
spectively. We can easily conclude that both pos-
terior information is useful, as removing either in-
formation leads to a certain degree of performance
degradation. Finally, to prove the advantages of
joint learning, we also propose a two-stage training
baseline (denoted as “Two-stage training”) where
we first train the knowledge retriever with pseudo
ground-truth knowledge, and then freeze the param-
eters of knowledge retriever and train the response
ranker conditioned on top-m knowledge sentences
provided by knowledge retriever. Our model can
consistently outperform the model with two-stage
training, which confirms the rationality of our re-
ciprocal learning approach.

The Impact of the Number of Retrieved Knowl-
edge Sentences. Furthermore, we investigate
how the number of retrieved knowledge sentences
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Models
Test Seen Test Unseen

R@1 R@2 R@5 R@1 R@2 R@5

Random 2.7 - - 2.3 - -
IR Baseline 5.8 - - 7.6 - -
BoW MemNet 23.0 - - 8.9 - -
Transformer 22.5 - - 12.2 - -
PTKGC 22.0 31.2 48.8 23.1 32.1 50.7

Dual-Enc (weakly supervised) 22.3 33.1 54.3 21.5 31.6 53.1
Dual-Enc (supervised) 23.1 34.0 55.8 22.4 33.4 53.2
RECKGC 22.8 33.6 55.7 23.2 32.9 53.7

Table 4: The performance of knowledge retriever on the test sets of WoW data.

Models
Test Seen Test Unseen

R@1 R@2 R@5 R@1 R@2 R@5

RECKGC 92.6 97.2 99.2 76.7 88.7 96.6

RECKGC (w/o. knowledge) 88.0 94.5 97.6 70.8 84.8 94.5

RECKGC (w/o. f1) 91.7 96.5 99.0 75.3 89.1 96.3
RECKGC (w/o. kr) 92.0 96.8 99.1 74.7 88.6 96.2

Two-stage training 89.2 95.5 98.5 71.6 86.9 95.9

Table 5: Ablation results on two test sets of WoW data.

1 2 3 4 5 6
91.0

92.5

94.0

91.3
92.0

92.5 92.4 92.6 92.5Seen

1 2 3 4 5 6
(m)

75.0

76.5

78.0

75.5 75.9 76.1 76.5 76.7 76.7

Unseen

R
@

1

Figure 2: Performance of RECKGC across different
number of retrieved knowledge sentences (i.e. m) on
Test Seen set and Test Unseen set of WoW data.

(i.e. m) influences the model performance. Fig-
ure 2 shows the performance of response selection
on test sets of WoW with respect to different m.
The curves first monotonically increase until m
reaches 5, and then stabilize when m keeps increas-
ing. The reason could be that when only a few
knowledge sentences are provided for dialogue, the
model cannot capture enough information for re-
sponse matching, but when the retrieved knowledge
becomes sufficient, noise would be introduced into
matching because redundant knowledge may be
irrelevant to the current dialogue context.

5 Conclusion

In this paper, we study the retrieval-based
knowledge-grounded dialogues. To effectively op-
timize the knowledge retriever and response ranker

without ground-truth knowledge labels, we pro-
pose a reciprocal learning approach to jointly op-
timize the two components in an end-to-end way.
Concretely, the knowledge retriever takes the feed-
back from the response ranker as pseudo super-
vised signals of knowledge retrieval, while the re-
sponse ranker receives the top-ranked knowledge
sentences from the knowledge retriever to optimize
itself. By this means, our model can be trained
without ground-truth knowledge labels. Evalua-
tion results on two benchmarks indicate that our
model can significantly outperform state-of-the-art
methods.
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