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Abstract

With the abundance of natural language pro-
cessing (NLP) frameworks and toolkits being
used in the clinical arena, a new challenge
has arisen – how do technologists collaborate
across several projects in an easy way? Pri-
vate sector companies are usually not willing
to share their work due to intellectual property
rights and profit-bearing decisions. Therefore,
the annotation schemes and toolkits that they
use are rarely shared with the wider commu-
nity. We present the clinical language pipeline
toolkit (CLPT) and its corresponding annota-
tion scheme called the CLAO (Clinical Lan-
guage Annotation Object) with the aim of cre-
ating a way to share research results and other
efforts through a software solution. The CLAO
is a unified annotation scheme for clinical tech-
nology processing (CTP) projects that forms
part of the CLPT and is more reliable than
previous standards such as UIMA, BioC, and
cTakes for annotation searches, insertions, and
deletions. Additionally, it offers a standard-
ized object that can be exchanged through an
API that the authors release publicly for CTP
project inclusion.

1 Introduction

With the resurgence of deep learning and neural
networks, the interest in using a clinical language
framework for classifying clinical text in a digi-
tal manner has been heightened in recent years.
Several workshops and shared tasks (Harper et al.,
2021; Goeuriot et al., 2020; Rumshisky et al., 2020;
Wang et al., 2020) have focused on the state-of-
the-art approaches and the amount of private en-
terprises offering clinical solutions backed by ma-
chine learning technologies has increased drasti-
cally (Parida et al., 2022). Nonetheless, a recent
study (Digan et al., 2021) shows that systems like
UIMA (Ferrucci and Lally, 2004), CLAMP (Soysal
et al., 2018), and cTakes (Savova et al., 2010), de-
spite their age and typical technology stack (Java),

are still a standard for clinical language text classi-
fication and there are only a few publicly available
clinical language frameworks or standardized an-
notation schemes that provide easy ways to share
results and other pertinent information with orga-
nizations, private or public. We propose a modern
standardized framework that supports collaboration
on clinical language research. Here we present the
clinical language pipeline toolkit (CLPT), a frame-
work developed with Python designed with soft-
ware development principles. The CLPT enables
researchers and entities to share their project results
easily and supports research to be conducted in a
fast and reproducible way. The unified annotation
scheme for the CLPT is called the clinical language
annotation object (CLAO). The CLAO is more reli-
able for annotation searches, insertions, and dele-
tions than previous standards (e.g. UIMA(Ferrucci
and Lally, 2004), cTakes(Savova et al., 2010) and
BioC (Comeau et al., 2013)).1 Additionally, the
CLAO can be easily shared and integrated due to its
standardization which makes it accessible through
an application programming interface (API).

To illustrate the aforementioned concepts which
will improve clinical technology processing (CTP)
collaboration, we introduce five novel ideas and
contributions in this article:

1. A freely available2 annotation scheme (Clini-
cal Language Annotation Object, CLAO) for
CTP projects that can be interchanged be-
tween public and private sector organizations
through offline and online resources such as
APIs or file exchange.

2. A high-level Python framework (Clinical Lan-
guage Pipeline Toolkit, CLPT) designed pur-
posely in an ambiguous manner with the ob-

1The focus of this paper is to introduce the main concepts
of the CLPT and the CLAO. We plan to publish efficiency
results in a future iteration.

2https://github.com/inQbator-eviCore/
clpt
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jective of accepting any input of multiple
modal types (i.e., speech, images, text, and
more).

3. A novel algorithm for processing the anno-
tation scheme that allows faster annotation
inserts, deletes, and searches than previous
frameworks.

4. An annotation scheme that can be converted
to a linked data format which supports graph
analytics on documents.

5. Out-of-the-box support for semantically com-
paring text in high-dimension spaces for state-
of-the-art language models.

In the following sections, we first go through
related work on annotation and natural language
processing (NLP) tools in Section 2. In Section 3.1,
we then describe in detail the CLAO scheme. Next,
in Section 3.2, we cover the four CLPT modules
for creating a typical CTP pipeline. Lastly, we
conclude with the availability and future work.

2 Related Work

Several clinical text processing toolkits and annota-
tions schemes have been introduced in the past but
none of them provide the same functionality and
efficiency as the CLAO and CLPT. Some widely
used NLP tools for clinical text processing include
the clinical text analysis and knowledge extrac-
tion system (cTAKES) (Savova et al., 2010), BioC
(Comeau et al., 2013), Brat Rapid Annotation Tool
(BRAT) (Stenetorp et al., 2012), General Architec-
ture for Text Engineering (GATE) (Cunningham
et al., 2002), Metamap (Aronson and Lang, 2010),
Metamap Lite (Demner-Fushman et al., 2017), clin-
ical language annotation, modeling, and processing
(CLAMP) (Soysal et al., 2018) and sciSpaCy (Neu-
mann et al., 2019).

BRAT (Stenetorp et al., 2012) is a web-based
annotation tool for defining entities and creating an-
notations. Annotations created by BRAT are stored
in a standoff format. Since BRAT XML output is
similar to CLPT output, it can be easily adapted to
CLAO by creating an adapted script, unlike outputs
from cTakes or UIMA which are CAS files that are
serialized using Java-style notation. Though the
CLPT implements a similar approach of storing the
annotation in a CLAO object, the CLAO’s anno-
tation scheme supports faster annotation insertion,

deletion, and searching by implementing B-tree for
indexing (see 3.1 for details).

cTAKES (Savova et al., 2010) is a clinical infor-
mation retrieval system that combines rule-based
methods and machine learning techniques for clini-
cal narrative processing. It has been shown to work
well on clinical notes alone but does not cover a
broader set of NLP tasks (Neumann et al., 2019).
The CLPT has been designed purposely ambiguous
in order to accept multi-modal input and perform
several NLP tasks.

GATE (Cunningham et al., 2002), CLAMP
(Soysal et al., 2018), and BioC (Comeau et al.,
2013) provide multiple tools which can be used
for language processing tasks, annotating corpora,
and performing evaluation. Yet, all three of them
are either based on Java or C++. Additionally,
GATE (Cunningham et al., 2002) and CLAMP
(Soysal et al., 2018) depend on a framework called
the unstructured information management archi-
tecture (UIMA) (Ferrucci and Lally, 2004). CLPT
makes similar offerings as the three aforementioned
frameworks but it uses Python which makes it eas-
ier to integrate with other modern deep-learning
NLP frameworks such as TensorFlow (Abadi et al.,
2016), MedSpacy (Eyre et al., (in press, n.d.) and
PyTorch (Paszke et al., 2019).

The National Library of Medicine3 presented a
framework called Metamap (Aronson and Lang,
2010) for mapping biomedical text to unified med-
ical language system (UMLS) concepts. Others
(Soysal et al., 2018; Peng et al., 2020a) have found
Metamap difficult for building machine learning
models and hard to predict long entities due to its
dictionary lookup method (Peng et al., 2020a). Pre-
vious research (Zhang et al., 2021) argues that nei-
ther Metamap nor CLAMP incorporate deep learn-
ing models directly. We believe that the CLAO
and CLPT address several downfalls by creating
an easy-to-use annotation scheme along with the
targeted focus on deep learning.

We consider the work on sciSpaCy (Neumann
et al., 2019) similar to ours because it was devel-
oped in Python and takes into account recent clas-
sification techniques in deep learning. However, to
our knowledge, sciSpaCy (Neumann et al., 2019)
does not support some of the default features found
in the CLPT, such as a shareable annotation file
that can be serialized to disk and efficient entity
lookups as are offered in the CLAO.

3https://www.nlm.nih.gov
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Figure 1: Clinical Language Pipeline Toolkit (CLPT) architecture

3 Methods

3.1 Clinical Language Annotation Object

In this section, we present two core CLAO innova-
tions that provide efficient annotation storage and
retrieval. The CLAO receives raw text as input
which is cleaned and broken down into minimal
units of analysis, expressed in this article as to-
kens. The CLAO has three main divisions for an
annotation: (1) its elements, (2) its attributes and
values, and (3) the relations linking the annotation
to others (often times for syntactic or semantic rep-
resentations).

The first step leading to the creation of a CLAO
(as seen in Figure 1) is the segmentation of textual
data into its minimal elements for annotation. Ele-
ments and values for the CLAO are extracted from
the segments using sentence (or segment) detection
and are stored and finally represented in a common
annotation structure represented by a XML-based
hybrid standoff format (Ide et al., 2017). We chose
to represent the CLAO with a generalized repre-
sentation in order to provide flexibility so that the
annotation scheme was not constrained to the use of
specific domains or tools. The version of the CLPT
presented here supports exporting the CLAO into a
JSON format, future iterations will provide a mech-
anism to allow users to export the CLAO into a
JSON-LD format (Cimiano et al., 2020). JSON-
LD is a novel contribution because, unlike other
frameworks, it allows queries on the CLAO to be
data-driven yet graph-based, similar to previous re-
search (Hellmann et al., 2013; Cimiano et al., 2020)
on efficiency. This promotes inter-operability and
collaboration through a standard. For convenience,
we have provided an example of a serialized CLAO
in Appendix A.1.

As another novelty of our annotation implemen-
tation, the CLAO supports addition, deletion, and

update operations along with the enhancement of
annotations through the use of what are known as
B-Trees for indexing (algorithms for processing
stored data that are high performing, Johnson and
Sasha (1993)). B-Tree indexing within the CLAO
is performed at an asymptotic speed of O(log n)
for operations on CLAO entities – providing for a
small storage footprint, easy scaling (without the
need for rehashing as in the case of typical hash
maps), and optimum segment loading.

The B-tree based algorithm, called a blist, used
for indexing a CLAO uses an algorithm written
by Daniel Stutzbach4. It combines a B-tree with
an array for searches. In order to qualify that a
blist would be the optimum algorithm for index-
ing a CLAO, we performed two main experiments
illustrated in Figures 2 and 3. Both experiments
compare the use of a default Python 3 list5 data
structure and the blist from Daniel Stutzbach. Our
first experiment consisted in the creation of one-
hundred default Python 3 lists and one-hundred
blists both containing one million random floating
numbers between 0 and 1. The second experiment
consisted of random slicing which was done on
both data structures (the Python 3 list and the blist)

Figure 2: Creation Time Comparison (in Seconds)

4https://stutzbachenterprises.com/
blist

5https://docs.python.org/3/library/
stdtypes.html#list
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Figure 3: Slicing Time Comparison (in Seconds)

1000 times. The run time for both experiments
was recorded and we found that the blist outper-
formed the Python 3 list as it was approximately
30 times faster thus making it the optimal choice
for the CLPT at this time. In future work, we plan
on extending the blist algorithm to include an even
faster search.

3.2 Clinical Language Pipeline Toolkit

The CLPT is a CTP pipeline meant for exclusive
use with the CLAO. We created the CLPT as an
easy-to-use first pass for building a CLAO that can
then be processed by others. In this short article,
we only introduce novel themes along with findings
and further plan to extend our work to introduce a
larger pipeline backed by a CLAO. The architec-
ture of the CLPT can be considered similar to other
architectures like UIMA (Ferrucci and Lally, 2004)
and CLAMP (Soysal et al., 2018) in some ways.
However, it is our intent to allow further out-of-the-
box novel features such as annotations mixed with
embeddings. The CLPT, similar to its predecessors,
has these four pipelines modules: (1) ingestion, (2)
analysis engine, (3) classification, and (4) evalua-
tion as shown in Figure 1. Each module has the
option of saving any information to the CLAO as
needed, in a repository-like manner. The CLAO
is configured via a configuration file that enables
any of the four modules, including the analysis
and classification components, as explained in the
following sections.

3.2.1 Ingestion
The CLPT is designed to be multi-modal, able to ac-
cept any form of input such as text, speech, video
or images. At this point, we have experimented
with text only and left other modalities for future
work. The ingestion process is similar to other
pipelines in that an object is considered for and se-
rialized to the CLAO format. One main difference
between the CLPT and other toolkits is that the
CLPT was purposely created with high abstraction
and is able to model any type of data. Figure 4 pro-

vides an example of the ingestion process which,
similar to (Ferrucci and Lally, 2004), uses a docu-
ment reader (called Document Collector), to read
in data. Additionally, users have the option to pass
in a configuration file (.yml format) designed to
allow high-level control as to which modules to
use. Nonetheless, there is also a “default” pipeline
configuration which requires no intervention. The
ingestion module handles the initial creation of the
CLAO and passes the CLAO on for further process-
ing to the analysis engine.

3.2.2 Analysis Engine
Our deep learning contribution is based on adding
embeddings to the CLAO. Since embeddings are a
key difference between the CLPT and other toolk-
its, we cover them here in further detail. Our em-
beddings can be used as part of creating a model for
processing or loading a pre-trained model. Given
that the majority of modern work on clinical NLP
uses deep learning and/or embeddings, we felt it
necessary to promote their inclusion in the CLPT.
Our novel technique of storing embeddings by
use of the CLAO has not been performed in the
past. Additionally, we provide sub-word embed-
ding combined with hashing trick for efficiency
(Bojanowski et al., 2017) which are able to handle
out-of-vocabulary (OOV) words. Embeddings are
stored in CLAO objects efficiently, allowing com-
parison between tokens and spans of tokens. This
is done by assigning a vector to each token or spans
of tokens where the CLAO returns an average of all
of the embeddings within it. Furthermore, CLPT
offers a configuration mechanism for changing this
span embedding method of calculation. Allow-
ing for this flexibility can be considered a novel
approach as it allows users to easily test various
embedding types for experiments.

3.2.3 Classification
The classification module extracts knowledge from
the CLAO by retrieving information from the up-
stream CLPT component(s). In this module, ma-
chine learning and other techniques (e.g., heuris-
tics) are applied to further augment annotations for
classification tasks before evaluation. Some of the
major components to be released in the CLPT (See
Appendix Figure 6), for the classification module
are: (1) acronym expansion (similar to CARD (Wu
et al., 2017)); (2) mention detection split into two
phases, first a step to identify the mentions and then
a step to group them together; (3) fact extraction to
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extract clinical concepts from the mentions which
help to better disambiguate clinical notes and pro-
vide fact-based evidence for classification; (4) re-
lationship extraction further expansion of mention
detection to allow linking entities and the creation
of a knowledge graph – to be presented as future
work.

3.2.4 Evaluation

The CLPT provides an evaluation module (shown
in Figure 7) as a separate module rather than the
addition of classification or other processing tech-
niques. The aim is to allow several forms of evalu-
ation while, at a minimum, providing the baseline
measurements such as precision, recall, F1-score,
and accuracy. The baseline evaluation can be ex-
tended to cover any other common metrics but at
this time we leave that for future work. The eval-
uation module takes two inputs: a CLAO and a
gold standard. The CLAO is what will allow us
to compare against the gold standard and both are
required.

4 Concluding remarks and future work

We have introduced a novel and efficient toolkit for
creating CTP pipelines with several new contribu-
tions. The thought has been to make a centralized
format for exchanging information amongst enti-
ties, albeit academic or private. This will allow en-
tities to compare and contrast results by comparing
CLAOs that adhere to a standardized guideline. We
contribute this to the public community as a way
to use a more updated framework for modern CTP
techniques. It is our thought that the CLPT can
increase productivity and the exchange of informa-
tion. The current implementation of the CLPT and
the CLAO is in its infancy; the plan is to develop
more functionality such as multi-modal inputs, the
creation of a knowledge graph, and improved eval-
uation methods.

Additionally, we plan on extending the current
implementation which performs classification us-
ing public machine learning models and heuristics
by training models with the CLPT. Once those mod-
els have been trained, we also plan on adding the
capability for fine-tuning those models for several
clinical tasks able to handle diverse NLP problems
like seminal work (Peng et al., 2020b) has done.
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A Appendix

Figure 4: The data ingestion module. It is used to ingest data and create an initial clinical language annotation
object (CLAO) which can include text or other types (in future iterations).
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Figure 5: The analysis engine module. Each class has a method named process() that pre-processes and stores
information from and to a clinical language annotation object (CLAO) during each stage.

Figure 6: The classification module. This module is used to process and classify input from a clinical language
annotation object (CLAO) in turn adding new information to it.
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Figure 7: The evaluation module. A module that uses a clinical language annotation object (CLAO) and a gold
standard to provide evaluation output in a report format.

A.1 Sample annotation

<?xml version=’1.0’ encoding=’UTF−8’?>
<annotation>

<text start="0" end="41" description="raw_text">Patient has type ii dm. This is not good.</text>
<sentence id="0" start="0" end="23">

<entity id="0" start="12" end="22" entity_group="0" token_ids="[2, 5)" type="MENTION" confidence="1"
label="PROBLEM">Type II Diabetes Mellitus</entity>

<token id="0" start="0" end="7" pos="NN" stem="patient" embedding_id="0">Patient</token>
<token id="1" start="8" end="11" pos="VBZ" stem="ha" embedding_id="1">has</token>
<token id="2" start="12" end="16" pos="VBN" stem="type" embedding_id="2">type</token>
<token id="3" start="17" end="19" pos="JJ" stem="ii" embedding_id="3">ii</token>
<token id="4" start="20" end="22" pos="NN" stem="dm" embedding_id="4">dm</token>
<token id="5" start="22" end="23" pos="." stem="." embedding_id="5">.</token>

</sentence>
<sentence id="1" start="24" end="41">

<token id="6" start="24" end="28" pos="DT" stem="thi" embedding_id="6">This</token>
<token id="7" start="29" end="31" pos="VBZ" stem="is" embedding_id="7">is</token>
<token id="8" start="32" end="35" pos="RB" stem="not" embedding_id="8">not</token>
<token id="9" start="36" end="40" pos="JJ" stem="good" embedding_id="9">good</token>
<token id="10" start="40" end="41" pos="." stem="." embedding_id="5">.</token>

</sentence>
<embedding id="0">[−0.0021704417, −0.010320467, −4.0913405e−06, −0.026113503, 0.003324223]</

embedding>
<embedding id="1">[0.03536414, −0.066816024, 0.018991465, 0.03511271, −0.02413405]</embedding>
<embedding id="2">[−0.04219764, 0.051192448, 0.053828064, 0.013828199, −0.024849724]</embedding>
<embedding id="3">[−0.011548042, −0.056690447, 0.0042386726, 0.013731264, −0.042996213]</

embedding>
<embedding id="4">[−0.015310202, −0.06731376, −0.023788698, −0.070030175, 0.0918083]</embedding>
<embedding id="5">[−0.07549597, −0.034822427, −0.048076335, 0.05481594, −0.04260452]</embedding>
<embedding id="6">[−0.08328381, 0.042492405, 0.026664842, 0.000608474, −0.023121541]</embedding>
<embedding id="7">[−0.095420435, −0.043184925, 0.05082492, −0.015773036, −0.037915066]</embedding

>
<embedding id="8">[0.01620562, 0.030467993, −0.0037846065, 0.009880951, 0.0008572937]</embedding>
<embedding id="9">[0.10948994, 0.040386822, 0.030505553, −0.03049627, 0.04858529]</embedding>
<entity_group id="0" entity_type="MENTION">Type II Diabetes Mellitus</entity_group>
<actual_label>0</actual_label>
<probability>0.67</probability>
<predicted_label>0</predicted_label>

</annotation>

Figure 8: A sample CLAO file comprising of two sentences in a single paragraph.
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