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Abstract
We participated in the Shared Task 1 at CASE
2021, Subtask 4 on protest event extraction
from news articles (Hürriyetoğlu et al., 2022)
and examined different techniques aimed at im-
proving the performance of the winning system
from the last competition round (Hürriyetoğlu
et al., 2021). We evaluated in-domain pre-
training, task-specific pre-fine-tuning, alterna-
tive loss function, translation of the English
training dataset into other target languages (i.e.,
Portuguese, Spanish, and Hindi) for the token
classification task, and a simple data augmenta-
tion technique by random sentence reordering.
This paper summarizes the results, showing
that random sentence reordering leads to a con-
sistent improvement of the model performance.

1 Introduction

The generation of protest event datasets over the
last decades has allowed social movement scholars
to study the dynamics and evolution of collective
action in contemporary societies. The collection of
relevant events is usually based on the systematic,
manual analysis of news articles, which provide
information about the variables of interest such as
the location, date, and main protagonists of protest
demonstrations (Hutter, 2014).

It has been noted, however, that the manual cod-
ing of news articles is time and labor-consuming,
and, as a result, comparative and longitudinal stud-
ies that rely on multiple news sources may not
be feasible (Lorenzini et al., 2022). Recent work
on approaches that automatically retrieve protest
information is promising and may address this chal-
lenge.

CASE 2021 Task 1: Multilingual protest news
detection (Hürriyetoğlu et al., 2021) constitutes a
collaborative project that attempts to map the fea-
tures of political contention through the automated
analysis of news articles at different data levels. We
participate in Subtask 4, which focuses on identify-
ing event triggers and their arguments and involves

detecting protest events in three languages: English,
Portuguese, and Spanish.

The paper proceeds as follows: Section 2 dis-
cusses related work in the field of computational
social science, whereas section 3 defines the task
of event extraction. Section 4 describes the archi-
tecture of our approach. Section 5 provides details
about the experiments we conducted. Finally, in
section 6, we summarize and discuss the results.

2 Related Work

The use of automated tools for the identification
and coding of political event data spans a period
of more than 30 years (Hanna, 2017), and, for this
task, several methodological approaches have been
developed and tested. Initial attempts to automati-
cally parse text and produce structured data were
based on the Kansas Event Data System (KEDS)
(Schrodt et al., 1994), which, along with its suc-
cessors programs such as TABARI (Schrodt, 2009)
and PETRARCH (Norris, 2016), was designed to
provide information about different types of politi-
cal action and also their source and target actors.

In the field of contentious politics, that is mainly
interested in the activities of social movements and
protest groups, the standard approach involved for a
long time the manual coding of text. However, half-
automated techniques have also been introduced.
For instance, Lorenzini et al. (2022) have devel-
oped several filters (e.g., a location-based filter)
and document and event-trigger classifiers to se-
lect newspaper articles that contain protest-related
information. In the final step of their procedure,
the authors create samples of relevant articles and
manually extract the features of protest events.

Taking advantage of recent advances in machine
learning methods, other scholars have turned their
attention to approaches that automatically detect
and classify protest information. However, unlike
coding systems such as KEDS and its successors
programs that make use of actor and verb dictio-
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Figure 1: Sentence splitting into overlapping sequences.

naries, the new techniques primarily rely on pre-
trained transformer-based language models (Liu
et al., 2021), such as BERT (Devlin et al., 2018).
CASE 2021 and 2022 Task 1 (Hürriyetoğlu et al.,
2021, 2022) are such research projects—organized
as shared tasks—that focus on the generation of
multilingual protest event data and involve four
subtasks: 1. Document classification; 2. Sentence
classification; 3. Event sentence coreference identi-
fication; and 4. Event extraction.

In the following sections, we focus on subtask 4
and discuss techniques that improve over the base-
line multilingual model XLM-RoBERTa (Conneau
et al., 2019).

3 Event Extraction Task

The event extraction task consists of identifying
text spans in given news article sentences and classi-
fying them into entity types such as trigger, partic-
ipant, place etc. Given S = (w1, .., wn) a sentence
and T = {t1, .., tm} a set of entity types, the task
consists of identifying spans s = (wb, .., we) such
that typeof(s) ∈ T . This task can be reformulated
as the token classification task, where IOB2 labels
(Sang and Veenstra, 1999) are assigned to tokens
in sentences to form spans. Hereby, the first token
wb within the span s is assigned the label Btype

and the rest of the tokens the label Itype, where
type ∈ T . All tokens outside of any identified
spans are assigned the token O.

4 Architecture

The objective of the conducted evaluations was to
show possible improvement compared to the win-
ning system from last year’s participation at CASE
2021 (Hürriyetoğlu et al., 2021) by the IBM team
(Awasthy et al., 2021). The authors trained vari-
ants of the multilingual model XLM-RoBERTalarge
(Conneau et al., 2019) on news article sentences to
predict IOB2 labels for event extraction. Therefore,
all experiments in our paper used the same base
model and similar training settings.

In contrast to IBM team’s approach, we did not
provide an ensemble variant of the model but relied
only on a single multilingual model. Another sig-
nificant architectural difference was how the inputs
were provided to the model; instead of splitting
the news articles into single sentences, we used
the maximum possible input length of 512 tokens
and fed as many full sentences as possible to the
model, providing as a result more context. If the
news article exceeded the maximum input length,
it was split into overlapping sentence sequences
as shown in Figure 1. Thus, some sentences were
presented to the model multiple times during the
fine-tuning procedure with different preceding or
following contexts. However, the final predicted
token labels during the test procedure were derived
only from the reconstructed non-overlapping se-
quence of sentences, leading to unique predictions.
In both procedures, we removed the concatenating
separator token [SEP] from the input. We should
also note that the predicted token labels correspond
to the IOB2 labels.

5 Experiments

Starting from the base model, several techniques
were evaluated after fine-tuning the model on the
provided dataset for Subtask 4 (Hürriyetoğlu et al.,
2021). Similar to the IBM team, we used only
10% of the English dataset as a development set.
Thus, the influence of the employed techniques on
other languages was mainly inferred from the test-
ing results in the provided Codalab page. The best
models for submission were selected according
to the highest CoNLL F1 score and lowest mean
validation loss on the development set. The best
values of F1 achieved 80.06% and 80.86%. Models
were fine-tuned for 20 epochs using hyperparam-
eters as shown in Table 1. The fine-tuning was
conducted on four NVIDIA A100 GPUs each with
40GB RAM leveraging the Distributed Data Paral-
lel (DP) paradigm (Li et al., 2020).

5.1 Further Pre-Training

The current literature suggests that further pre-
training of models on in-domain data can produce
promising results, especially when the target lan-
guage has a different—and yet unknown—token
distribution for the pre-trained model. For instance,
in the case of the language used on Twitter, further
pre-training of the XLM-R models led to signifi-
cant improvements in the task of stance detection
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Parameter Pre-Training Fine-Tuning
Input Length 512 512
Batch Size 1280 20
AdamWlr 1e-5 2e-5
AdamWbeta (0.9, 0.999) (0.9, 0.999)
AdamWeps 1e-6 1e-8
Weight Decay 0 0.001
Linear Warmup 0 0.1
Dice Loss Parameter Fine-Tuning
Smooth 0.5
Square Denominator true
Using Logits true
Ohem Ratio 0.0
Alpha 0.0
Reduction mean
Index Label Position true

Table 1: Parameters for pre-training and fine-tuning.

Datasets en es pr hi
Count Love 38k
Count Lovet 38k 38k 38k
POLUSA 21k
POLUSAt 21k 21k 21k
GDELT 2.0 177k 40k 8.3k 0.5k
GDELT 2.0t 177k 177k 177k
Sum per lang 236k 276k 244.3k 236.5k
Sum total 992.8k

Table 2: Sizes of collected, filtered, and translated
datasets for further pre-training. The index t indicates
the datasets translated from English.

(Müller et al., 2022). NoConflict team used further
pre-training for subtasks 1 and 2 at CASE 2021
(Hu and Stöhr, 2021). It was also employed with
success for the task of event extraction on a dataset
that was based on online news archives from India
(Caselli et al., 2021). The approach used BERT
(Devlin et al., 2018) as the base model.

In this paper, our objective was to evaluate
whether further pre-training on protest-specific
news articles can integrate more—yet unknown—
token distributions into the model. Therefore, we
collected, filtered, and translated multiple datasets
for four languages: English, Portuguese, Spanish,
and Hindi. We used the Hindi language for pre-
training, although a dataset for Hindi is not pro-
vided for subtask 4.

The Count Love dataset (Leung and Perkins,
2021) consists of semi-automated collected protest

news articles in English. We used the provided
crawler to recollect data and removed missing arti-
cles collecting 81,500 articles, of which ca. 38,000
were labeled as protest-related news. To filter miss-
ing articles, we used the content length of 150 char-
acters and expressions that indicated missing or
restricted web pages during the crawling process,
such as "Unfortunately, our website is currently
unavailable" and "Please whitelist us to continue
reading". Some web pages were not accessible due
to necessary subscriptions or legal geographic re-
strictions. The collected English dataset was trans-
lated into Portuguese, Spanish, and Hindi using the
Argos Translate library. We reused the provided
labels in order to train a binary classifier based on
the XLM-RoBERTabase (Conneau et al., 2019) and
identify protest-related news for each of the four
languages with an F1 score of ca. 85%, which was
used to filter articles in the following datasets:

The POLUSA dataset (Gebhard and Hamborg,
2020) consists of ca. 0.9 mio political news arti-
cles in English. It was also used by the previously
mentioned NoConflict team at CASE 2021 for Sub-
tasks 1 and 2 (Hu and Stöhr, 2021). The authors
provided us with the full dataset, and we used the
previously trained binary English-based classifier
to filter protest-related news; a process which re-
sulted in ca. 21,000 articles. We translated them
into the three languages mentioned above.

GDELT 2.0 Event Database is a large-scale
news database that monitors different types of
events in 65 languages. We downloaded the files
containing links to articles beginning from Febru-
ary 2015 to July 2022 and filtered them to obtain
protest-related news using codes 140–149 accord-
ing to the CAMEO codebook. Additionally, we
applied the binary classifier to filter protest-related
articles. Those consisted of ca. 4% for Hindi and
ca. 11% for English, Spanish, and Portuguese. Fi-
nally, we translated English texts into these three
languages.

As can be seen from the overview of collected
and translated dataset sizes in Table 2, even the
originally multilingual GDELT dataset resulted in
very low amounts of items for non-English lan-
guages. Therefore, the translation procedure we
employed was driven by the idea that translated
texts could create more diversity in the token dis-
tribution regarding the different ways protests are
described.
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The pre-training of the base model was con-
ducted using the full multilingual collected dataset
with hyperparameters according to Table 1. It was
repeated up to 7 epochs on the same but randomly
ordered articles. In contrast to the fine-tuning pro-
cedure, we did not split sentences. Instead, the first
512 tokens were fed into the model, assuming that
the most important information is available at the
beginning of the article. All pre-trained models
for each epoch and parameter combination were
fine-tuned and the best model was selected for eval-
uation on the Codalab page. The pre-training was
conducted on an NVIDIA DGX V100 machine
with 16 GPUs each with 32 GB RAM. We used
the Fully Shared Data Parallel (FSDP) paradigm
(Baines et al., 2021). To achieve the high batch size
of 1280, the technique of gradient accumulation
was additionally leveraged.

5.2 Pre-Fine-Tuning on Similar Tasks
Learning similar or related tasks is known to be
beneficial for model performance (Ruder, 2017).
Therefore, we evaluated fine-tuned models that
were trained on the Spanish part of the CoNLL
2002 dataset (Tjong Kim Sang, 2002) and are avail-
able on HuggingFace (Wolf et al., 2020):

1. xlm-roberta-large-finetuned-conll02-spanish

2. MMG/xlm-roberta-large-ner-spanish

5.3 Dice Loss Function
As an alternative to classic cross-entropy loss for
fine-tuning, we used the Dice Loss (Li et al., 2019),
which has been shown to be beneficial for tasks
with imbalanced class distributions. This is true
for token classification tasks, where most tokens
are labeled using the IOB2 label O. Also, other
annotated entity types are highly imbalanced in the
data provided for Subtask 4.

5.4 Translating the Training Dataset
Translating the training dataset for the token classi-
fication task and transferring corresponding IOB2
labels to translated tokens has already been ex-
plored by the Handshakes team at CASE 2021
(Kalyan et al., 2021). Their approach was based
on translating sentences word-by-word using aux-
iliary embedding mapping. Here we explored an
alternative technique suggested for Named Entity
Entity Recognition in the clinical domain (Schäfer
et al., 2022). We used a trained model for Neu-
ral Machine Translation, the multilingual BART50

Model Loss en pr es
IBM’s S1 cross 75.95 73.24 66.20
PT1 dice 75.70 74.57 69.08
PT2 cross 76.49 73.11 69.58
FTes-1 cross 75.72 74.45 69.87
FTes-2 cross 75.28 73.33 69.35

Table 3: Summary of the best models as CoNLL F1
score. PT indicates models with further pre-training on
the multilingual dataset. FT models were previously
fine-tuned on the Spanish part of the CoNNL 2002 task.
The loss functions dice and cross correspond to Dice
Loss and Cross-Entropy. The underlined numbers are
the best results from the previous competition round at
CASE 2021. The bold numbers show our best values.

Model Data en pr es
TRen+es+pr en+pr+es

+pr-pseudo
+es-pseudo

75.66 67.23 62.18

TRes pr+es
+es-pseudo

71.59 63.94

TRpr pr+es
+pr-pseudo

69.68 66.01

Table 4: Summary of the best models as CoNLL F1
score for dataset translation. The data labels en, pr, es
indicate the usage of original parts of the training dataset.
The parts pr-pseudo and es-pseudo are translated from
the English dataset into Portuguese and Spanish.

model (Tang et al., 2020), to first translate the orig-
inal English text into the target languages. Next,
embeddings from an auxiliary model were used to
map every word of the source sentence to one or
multiple tokens in the translated sentence. For this
task, we employed the multilingual BERTbase-cased
model (Devlin et al., 2018).

5.5 Augmentation by Sentence Reordering
Since we used sentence sequences as the input to
our models, it was possible to randomly reorder
them as a simple data augmentation technique.
For every article with more than one sentence, we
added up to three random combinations to the train-
ing fold. This technique was initially employed by
default for all experiments.

6 Final Results and Discussion

The final results on testing datasets for the ap-
proaches of pre-training and pre-fine-tuning are
summarized in Table 3. We compare the results
to IBM’s S1 multilingual model as the baseline,
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which was trained on the same multilingual dataset.
IBM’s S1 achieved the best results for Portuguese
and Spanish languages in the last CASE 2021 com-
petition. At least one of our models achieved better
results for each of the three languages; however,
the most pronounced difference is for Spanish—
between 2.88 and 3.67 points. The further pre-
trained model PT1 and the pre-fine-tuned model
FTes-1 achieved nearly the same results for Por-
tuguese.

The numbers indicate that conducting an expen-
sive pre-training procedure on additional protest-
related data does not have the expected boosting
effect for the model performance. This suggests
that the XLM-R models already integrate sufficient
knowledge about the type of language used to de-
scribe protests. Comparable results can be achieved
using a pre-fine-tuned model on a similar task. Fur-
thermore, the usage of the Dice Loss does not lead
either to very different results compared to the clas-
sical Cross-Entropy loss on this task.

It is important to mention that models in Table
3 were trained using the simple data augmentation
technique. We argue that at least part of the perfor-
mance increase was caused by this technique. To
evaluate its influence, we retrained 10 models us-
ing different parameters but without augmentation,
including the best models. There was a consis-
tent increase measured on the English development
set due to data augmentation on average by 0.70
points. On testing datasets, the average improve-
ment resulted in 0.73 points for English, 1.03 for
Portuguese, and 0.70 for Spanish.

Finally, we evaluated the translation technique,
which resulted in performance drops. Table 4 sum-
marizes the results of these three models. In the
first model, the original dataset parts for the three
languages were used, and the English part was fur-
ther translated into Portuguese and Spanish. The
following two models used the Portuguese and
Spanish datasets and a translated part into one of
these languages. Compared to IBM’s S1, the per-
formance dropped especially for those target lan-
guages in which datasets were extended by addi-
tional translated parts. Apparently, this approach
introduced lots of noise. Manual evaluation of the
Spanish translation showed that in many cases the
conjunctions and articles within entity spans—such
as de, del, la, etc.—were missing the appropriate
labels.

7 Conclusion

In this paper, we presented the models developed
for the Shared Task 1 Subtask 4 at CASE 2021.
We explored different techniques to improve the
baseline multilingual model. The best result was
achieved by improving on the Spanish test data by
3.67 points of CoNLL F1 score over the winner of
the previous competition round. Our submissions
ranked 1st for Portuguese and Spanish and 2nd for
English in the current competition round.
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