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Abstract

Multiple studies have shown that existing
NMT systems demonstrate some kind of gen-
der bias. As a result, MT output appears to
err more often for feminine forms and to am-
plify social gender misrepresentations, which
is potentially harmful to users and practioners
of these technologies.

This paper continues this line of investigations
and reports results obtained with a new test
set in strictly controlled conditions. This set-
ting allows us to better understand the multi-
ple inner mechanisms that are causing these bi-
ases, which include the linguistic expressions
of gender, the unbalanced distribution of mas-
culine and feminine forms in the language, the
modelling of morphological variation and the
training process dynamics. To counterbalance
these effects, we formulate several proposals
and notably show that modifying the training
loss can effectively mitigate such biases.

1 Introduction

State-of-the-art machine translation models
(TMs) have been shown to suffer from gender-
bias (Prates et al., 2020) and works trying to
mitigate this problem constitute a very active line
of research (e.g. Costa-jussà and de Jorge (2020);
Saunders and Byrne (2020); Savoldi et al. (2021)).
We here adopt a different point of view and try
to understand why the TM, often incorrectly,
chooses a masculine rather than a feminine form.
For this, we identify the mechanisms which the
neural network uses to extract gender information
from the source side and transfer it to the target
side. This study of the causes of gender bias il-
lustrates in a more general way the inner working
of neural translation systems and notably reveals

information flows between the encoder and the
decoder involved in a TM.

To study gender transfer, we introduce a new
French-English test set specifically designed to
highlight the difficulties of translating gender in-
formation between these two languages. Using a
controlled test set allows us to precisely pinpoint
where and how gender is expressed in source and
target sentences and to quantify the information
flow in an encoder-decoder architecture. Our ex-
periments rely on both well-known methods such
as probing or new methods tailored to identify gen-
der bias such as comparing the predictions of a
language model and those of a TM to better ana-
lyze the possible causes of gender bias. Consider-
ing a controlled experimental setting also allows
us to assess the impact of training conditions such
as subword segmentation or training data distribu-
tions.

The rest of the paper is organized as follows. In
§2, we describe our test set and use it to highlight
gender bias in state-of-the-art systems. In §3 we
describe several experiments aiming to study how
information flows between the encoder and the de-
coder can explain these biases. To counterbalance
these effects, we formulate several proposals in §4,
and notably show that a simple modification of the
training loss can effectively mitigate gender bias.

2 Observing Gender biases in MT

2.1 A Controlled Set to Study Gender Bias

We first describe the controlled test set used in our
experiments and explain why (and how) we use it
to identify the flow of information in an encoder-
decoder architecture.

This test set, built on an idea introduced in Wis-
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niewski et al. (2021), is made of 3,394 parallel
sentences perfectly balanced between genders. All
sentences use the following template:

• [DET] [N] a terminé son travail.
• The [N] has finished [PRO] work.

where [N] is an occupational noun chosen from
the list of Dister and Moreau (2014) that matches
feminine and masculine professions and occupa-
tions in French. This list was automatically trans-
lated in English with DeepL and manually cor-
rected by two professional translators.1 [DET] is
the French determiner in agreement with the [N]
(the feminine form laF , the masculine form leM or
the epicene form l’ that is used for both grammati-
cal genders when the job noun starts with a vowel);
[PRO] is the English possessive pronoun her F

or his M . For English, in the case of indefinite
reference or generic NPs like "the writer", since
the 1980’s different strategies have been used to
avoid the use of resumption by "his" and style
guides for authors have recommended the use of
"his or her", then "her" for generic references as
well and the same period has seen the rise of the
use of singular "their" (see, among others, (Bod-
ine, 1975; Pauwels, 2000)). For the sake of sim-
plicity and to keep our test set gender-balanced,
we have only considered two forms of the pos-
sessive pronoun and our test set contains a fem-
inine sentence (with her) and a masculine sen-
tence (with his) for each occupational noun, even
if its gender is ambiguous in the source sentence
(see below).

In English, gender is unambiguously expressed
in the possessive pronoun; it may also be ex-
pressed by the occupational noun, when it has dif-
ferent feminine and masculine forms (e.g. actress-
actor). In most sentences, however, the occupa-
tional noun is epicene and its gender can not be
inferred from the surface form. In French, gen-
der can be expressed by the determiner, the oc-
cupational noun, or both; in rarer cases, both the
determiner and the occupational noun are epicene,
and the feminine and masculine versions are iden-
tical. In the latter case, as explained above, the
English translation should use the possessive pro-
noun their to mark that gender is not specified.

1As our sentences have a fixed structure, most transla-
tion issues were related to occupational nouns, and were re-
solved by mining reference dictionaries and corpora such as
the COCA corpus (Davies, 2009). The resulting resource is
more than three times larger than the list used in (Niu et al.,
2021).

The choice we made to associate the same sen-
tence once with the masculine pronoun and once
with the feminine pronoun is a way to identify the
biases of the translation system: an unbiased sys-
tem would be expected to err one out of two times
in the choice of pronoun, a higher error rate indi-
cates that the system prefers one pronoun to the
other. Table 1 illustrates the various ways that gen-
der can be expressed in English and French as well
as their proportion in our test set.

When translating sentences from our controlled
set from French into English, the prediction of the
English possessive pronoun can rely on two kinds
of evidence: i) using cross-attention, the model
can encode information about the French subject
gender into the representation of the possessive
pronoun;2 ii) because of the decoder self-attention,
the possessive pronoun representation can also en-
code information about the target context. This
is notably the case of the English subject that en-
codes gender information either directly, or be-
cause its representation depends on the French sub-
ject (through cross-attention).

2.2 Direct Evidence of a Gender Bias

Before investigating the roots of gender bias in MT
systems, we would first like to describe the exper-
imental setting that will be used throughout this
work and highlight the difficulties of predicting
gender information. Most observations reported
in this section have already been described for
other models, language pairs and datasets (see e.g.
(Stanovsky et al., 2019; Saunders et al., 2020) or
(Stanczak and Augenstein, 2021) for an overview).

NMT System We use JoeyNMT (Kreutzer
et al., 2019), an implementation of a translation
system based on the Transformer model of
Vaswani et al. (2017). Encoder and decoder are
composed of 6 layers, each with 8 attention heads;
hidden representations have dimension d = 512,
while feed-forward layers has dimension 2,048.
Our model comprises a grand total of about 76M
parameters.

We consider the English-French parallel cor-
pus from the WMT’15 ‘News’ task (Bojar et al.,
2015) that contains 4.8M sentences and nearly
141M French running words. All raw corpora

2The French subject can have either a direct impact
through cross-attention or an indirect impact as the represen-
tation of all source tokens depends on it (via encoder self-
attention). We will not try to distinguish these two effects.
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Gender-marked Proportion Example
Determiner Noun

French
yes yes 53.0% • (laF boulangèreF |leM boulangerM ) a fini son travail

• the baker has finished (hisM |herF ) job.
yes no 24.2% • (laF cinéaste|leM cinéaste) a fini son travail

• the film-maker has finished (hisM |herF ) job.
no yes 14.9% • (l’adjointeF |l’adjointM ) a fini son travail

• the assistant has finished (hisM |herF ) job.
no no 7.9% • l’artiste a fini son travail

• the artist has finished (hisM |herF ) job.

English
no yes 5.5% • (the actressF |the actorM ) has finished herF |hisM work

• (l’actriceF |l’acteurM ) a terminé son travail.
no no 94.5% • the user has finished herF |hisM work

• (l’usagèreF x|l’usagerM ) a terminé son travail.

Table 1: Examples of the various ways by which gender is expressed in our test corpus.

are segmented into sub-lexical units using the un-
igram model of SentencePiece (Kudo, 2018);
the vocabularies contain 32,000 units in each lan-
guage. Our model is trained by optimizing the
cross-entropy with ADAM and achieves a BLEU

score of 34.0 on the WMT’14 test set.

Results We report in Table 2 the accuracy with
which our NMT systems are able to predict the En-
glish possessive pronoun gender and therefore to
correctly capture and transfer gender information
between French and English. These numbers are
broken down by context, where we distinguish be-
tween the various cases of Table 1. Note that when
both the determiner and the noun are epicene, both
his and her (as well as their) are equally cor-
rect: we nonetheless report the number of mis-
predictions for this category - as our test set is
perfectly balanced, an unbiased system predicting
only his and her should have an accuracy of
50%. We also report the performance achieved
by mBART,3 the multilingual model of Tang et al.
(2020). Note that mBART is a strong baseline with
610M parameters trained on, at least, a hundred
times more English sentences than our system.

It appears that our system, JoeyNMT, has many
difficulties in predicting the correct form of the
possessive pronoun, with a striking difference be-
tween the accuracy of the prediction of his and
her. For mBART, which is doing much better
overall, the difference in accuracy between the
two genders is about 20 points. For both systems,
the accuracy is slightly better when both the de-
terminer and noun are unambiguous. Also note

3We used the model through the HuggingFace API (Wolf
et al., 2020).

Gender in source Accuracy
Deter-
miner

Epicene
Noun JoeyNMT mBART

Masc. no 76.5 72.8
yes 84.7 84.1

Fem. no 33.1 60.6
yes 31.9 65.4

Epicene no 40.4 66.1
yes 40.4 45.9

Table 2: Accuracy (in %) of possessive pronoun predic-
tion by JoeyNMT and a strong baseline (mBART).

that mispredictions are not only due to error on
gender: the system sometimes generates sentences
that do not contain any possessive pronoun or in
which the possessive pronoun was either their
or its. This may be because in French, occupa-
tional nouns may also refer to technical devices or
machines that are used to perform the occupation,
especially for the feminine form: one such exam-
ple is cafetière that can either mean coffeemaker,
the machine that makes coffee or (female) bar-
keeper, the person that makes coffee (in a bar).

3 Uncovering the Flows of Gender
Information

In this Section, we report experiments aimed to
explain the results reported in Table 2 using ei-
ther well-known probing methods (§3.1) or, as sug-
gested by Fernandes et al. (2021), by comparing
the prediction of a translation and a language mod-
els (§3.2). In Section 3.3 we describe the impact
of our findings on training.
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encoder
layer a terminé son travail . eos

Gender weakening
chaque surveillant a terminé son travail. 1 73.1 73.6 65.7 63.5 53.9 56.7

6 71.0 71.4 70.4 68.2 71.2 69.7
Gender strengthening

le surveillant français a terminé son travail. 1 99.9 98.5 95.0 80.6 62.0 80.4
6 100.0 99.7 99.7 98.9 98.8 96.9

Gender change for the direct object
le surveillant a terminé son travail. 1 79.4 74.6 79.0 75.0 58.8 72.0

6 90.3 88.8 89.2 85.3 86.2 83.3
le surveillant a terminé son activité. 1 80.5 75.5 78.6 62.6 57.6 67.2

6 89.7 88.3 89.6 84.3 86.1 84.1
Syntactical distancing

le surveillant qui a chanté formidablement
hier a terminé son travail. 1 71.1 66.3 68.8 81.1 56.8 65.4

6 91.5 91.0 90.5 86.8 81.2 82.1
Distractor

.without gender weakening
le surveillant que cette femme critiquait

a terminé son travail. 1 65.7 66.6 69.3 79.50 62.8 68.5

6 90.6 89.6 89.1 85.91 81.9 80.2
le surveillant que cet homme critiquait

a terminé son travail. 1 65.4 67.0 68.7 80.0 63.4 68.2

6 90.3 89.3 89.7 86.6 81.0 79.9
.with gender weakening
chaque surveillant que cet homme critiquait

a terminé son travail. 1 63.1 63.5 64.3 62.4 56.2 55.8

6 72.1 71.4 69.7 69.9 71.8 69.2
chaque surveillant que cette femme critiquait

a terminé son travail. 1 63.3 64.6 65.9 63.4 55.4 55.2

6 71.8 71.8 70.0 69.2 70.2 69.5

Table 3: Accuracy (in %) of probes when manipulating the test sentences corpus

3.1 Probing

We use probing (Belinkov, 2022) to analyze which
words in the source sentences convey gender in-
formation: a probe (Alain and Bengio, 2017) is
trained to predict linguistic properties from the rep-
resentations of language (e.g. token embeddings);
achieving high accuracy at this task implies these
properties are encoded in the representations.

Experimental Setup We collected the 512 di-
mensional representations at the output of the first
and last layer of the encoder and the decoder for
all tokens except the French subject and associate
each of them to a label indicating the occupational
noun gender in the French sentence.

For each of these examples, we randomly split
all sentences between a train (75%) and a test
(25%) set. We use scikit-learn (Pedregosa
et al., 2011) to learn a logistic regression to predict
the occupational noun gender from a single token
representation. This experiment is repeated on 10
random train/test splits and 95% confidence inter-
vals are computed. As advocated by Hewitt and
Liang (2019), we use a linear classifier to be sure
that gender information is actually encoded in to-
ken representations and not learned by the probe
and report, as a control score, the performance
achieved after a random permutation of labels.

decoder
layer the other tokens

1 89.5 ±0.2 71.6 ±0.6

2 92.0 ±0.1 76.3 ±0.7

3 91.8 ±0.1 78.1 ±0.6

4 90.9 ±0.2 79.1 ±0.6

5 89.3 ±0.2 82.4 ±0.5

6 87.7 ±0.2 84.7 ±0.3

Table 4: Accuracy (in %) of probing the gender of the
French occupational noun in decoder representations.

Results The probe achieves an average accuracy
of 74.1% (resp. 87.9%) for the first (resp. last)
layer of the encoder and of 80.5% and 86.2% for
the decoder (detailed results are in Table 4 for the
decoder and Table 5 for the encoder), showing that
gender information is encoded in the representa-
tions of all source and target tokens. Note that, for
the decoder, the diversity of the automatically gen-
erated structures makes it impossible to carry out
a position-by-position analysis.

In the spirit of the analyses of Marvin and
Linzen (2018) for monolingual representations,
we have also manipulated source sentences to eval-
uate the robustness of our observations. We con-
sider transformations that consist in:

1. weakening the gender expression in the sub-
ject by replacing [DET] (which can vary in
gender) by chaque (each), which is epicene;

156



encoder random labels
layer a terminé son travail . eos son

1 80.4 ±1.1 75.1 ±0.3 80.6 ±0.3 76.4 ±0.6 59.5 ±1.0 73.3 ±1.0 45, 3 ±0.9

2 85.8 ±1.0 80.8 ±0.2 81.6 ±0.3 78.3 ±0.7 87.6 ±0.6 88.3 ±0.7 50, 7 ±0.8

3 89.5 ±0.6 88.2 ±0.2 89.2 ±0.2 82.0 ±1.1 86.5 ±1.0 87.6 ±0.6 48, 8 ±0.9

4 90.8 ±0.4 89.3 ±0.2 90.6 ±0.2 85.9 ±0.9 85.7 ±1.0 85.6 ±0.7 48, 6 ±0.8

5 90.4 ±1.0 89.3 ±0.2 90.4 ±0.2 85.5 ±0.8 86.4 ±0.8 85.2 ±1.2 49, 6 ±0.8

6 91.0 ±0.6 89.3 ±0.2 90.0 ±0.2 86.0 ±1.0 86.4 ±1.1 85.1 ±0.8 49, 2 ±0.8

Table 5: Accuracy (in %) of a probe predicting the gender of the French subject given the encoder representations

2. strengthening the gender expression in the
subject group by introducing an adjec-
tive that is always marked in gender
(françaisM /françaiseF , French);

3. replacing the direct object travailM (work) by
activitéF (activity) to evaluate the impact of
the object noun phrase on the gender informa-
tion encoded in the sentence;

4. increasing the distance between the subject
group in which the gender is expressed and
the possessive pronoun by inserting a relative
clause containing no word marked in gender;

5. inserting a distractor (e.g. a word whose gen-
der is different from the subject gender) be-
tween the subject, likely to introduce noise in
the propagation of gender information.

Results in Table 3 show that the encoder is able
to capture gender information even in convoluted
contexts (e.g. presence of a distractor, insertion of
an extraneous relative clause, etc.). In all these
cases, accuracy remains much higher than chance
for each input token, especially for the last layer of
the encoder. Note, however, the strong effect ob-
tained with weakening, where we observe a drop
in accuracy of about 20 points. This corroborates
the analysis of Table 2, where we see a drop in ac-
curacy with an epicene determiner. A cumulative
effect seems to be at play, whereby the encoding
of gender is stronger with a double marking (on
[DET] and [N]), and even more so when an addi-
tional unambiguous adjective also comes into play
(the strengthening condition).

3.2 Translation Model as Conditional
Language Model

Our probing experiments have confirmed that in-
formation about the gender of the nominal sub-
ject in the source was actually encoded in the
source representations, and also available in the
hidden states of target tokens. We now investigate
whether this information is actually used: a well-
known weakness of probes is that they can detect

the presence of linguistic information in represen-
tations, but cannot measure how much it is used in
the model predictions (Ravichander et al., 2021).

For this, we compare the predictions of a target
language model (LM), that only knows about pre-
vious target tokens t<i = t0, ..., ti−1; with the pre-
dictions of a translation model (TM), which addi-
tionally conditioned the output probabilities on the
entire source sequence s. The TM can be viewed
as a conditional language model which computes
p(ti|t<i, s) where the LM computes p(ti|t<i). By
comparing the predictions of these two models, we
can evaluate the impact of information from the
source. Other attempts at disentangling the influ-
ence of the source vs. the target context in NMT,
using other methods and tools, are in (Ma et al.,
2018; Fernandes et al., 2021; Voita et al., 2021).

Experimental Setting We compare the predic-
tions of our NMT system (described in §2.2) with
our in-house implementation of a TRANSFORMER

language model with the same dimensions as the
MT decoder using the PYTORCH library (Paszke
et al., 2019).4 To mimic the decoder, we use an
autoregressive (causal) LM in which the represen-
tation of the i-th token is computed based on the
(i − 1) previous tokens.5 The model is trained by
optimizing the cross-entropy with ADAM on the
same corpus as for our TM (considering only the
English side of the parallel corpus) and achieves a
perplexity of 43.0 on the WMT’14 test set.

Method We investigate the ability of a TM or
an LM to predict the correct form of the posses-
sive pronoun in English sentences by comparing
p (her|c) and p (his|c), where the context c is
either the target prefix The [occupational noun]
has finished for a LM or the target prefix and the

4Code and models are available at https:
//github.com/neuroviz/neuroviz/tree/
main/blackbox2022

5An alternative to this experiment, more economical in
terms of computational cost, would have been to consider
only the predictions of a translation system in which all the
words of the source sentence would be masked.
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source sentence, for a TM. These probabilities can
be easily computed with a forced decoding, e.g. by
compelling the model to generate the reference En-
glish sentence up to the possessive pronoun. Com-
paring the probabilities rather than the predicted
token allows us to conduct a more precise analysis,
as we can include all sentences (rather than only
the ones in which the sentence contains his or
her) and also evaluate the confidence with which
the model prefers one form to the other. This "con-
trastive" methodology has also been used in (Sen-
nrich, 2017; Müller et al., 2018) to evaluate the
quality of pronoun translation in MT.

Results Table 6 reports the average values for
these probabilities.The LM that has only access
to the prefix (and not to the source sentence) al-
ways generates his with a much higher probabil-
ity than her. This is because the prefix context
rarely contains information about the gender (Ta-
ble 1). In this situation the model can only rely
on associations between the target words and their
frequency, and prefers to generate his, which is
twice as frequent in the train set as her.

The TM probabilities of generating his or her
are much higher than those estimated by the LM,
showing that the TM actually uses source informa-
tion, notably the presence of son in the French
input, to increase these two probabilities. In al-
most all cases, nevertheless, the probability of gen-
erating his is reinforced more strongly than that
of generating her, except when the determiner is
laF . Even in the latter case, where the context
unambiguously marks feminine (cf. Table 6, the
TM fails to give a clear preference for her). This
result shows that the initial preference for a mas-
culine pronoun is hard to be overturned, even in
the presence of strong evidence that the feminine
should be preferred.

Impact of tokenization Several factors may in-
fluence these observations and explain why the
TM is able (or not) to predict the correct gender.
The first factor is the tokenization of the occupa-
tional noun into lexical subword units. Recall that
the number of subword units that a word is tok-
enized into is directly related to its frequency in
the train set.

To assess the impact of tokenization, we report
in Table 7 the probability that a TM generates her
or his as a function of the number of subword
units the occupational noun is broken into. Here

we only consider the source sentences in which
gender is expressed (either by the determiner, the
occupational noun or both of them). These re-
sults show that the TM is more likely to increase
the probability of generating her for a feminine
source context when the occupational noun is suf-
ficiently frequent to be kept as one single token.
In all other cases, the increase in probability is
not large enough to surpass that of the masculine
form. This effect of subword splitting on gender
prediction confirms the hypothesis of Savoldi et al.
(2021) regarding the effect of morphological vari-
ation on gender bias.

Going one step further, we observe (Table 8) the
15 most frequent suffixes in feminine occupational
nouns (e.g. the last token in their segmentation) in
our test set. These suffixes appear to often corre-
spond to feminine endings (-ienne, -ière, -atrice),
with several of them only appearing in feminine
nouns. Yet, except for two cases, his remains
more likely than her showing that TM is not able
to take advantage of the suffixes uncovered by the
subword segmentation. We see here that using sta-
tistical subword segmentation yields morphologi-
cally inconsistent segmentations,6 which has the
effect of weakening gender information that could
be learned from good predictors of the feminine
form.

Replacing SentencePiece with a morpho-
logical segmentation would likely result in more
consistent analyses and may have positive effects
on gender transfer, at least for rare words. How-
ever, for the frequent words, which are not split
into subwords, the effect could be somehow re-
versed. It is safe to say, still, that architectural
decisions related to word segmentations have an
impact on the transfer of gender across languages,
at least for languages where gender is morpholog-
ically expressed like French. The impact of using
a morphological vs. non-morphological segmen-
tation in NMT is also documented in e.g. (Huck
et al., 2017; Ataman et al., 2017; Banerjee and
Bhattacharyya, 2018; Weller-Di Marco and Fraser,
2020).

3.3 Impact on training
The results reported in the previous Sections show
that, for a TM, the target side priors for predict-
ing his are much larger than for predicting her,

6Note, for instance, the competition between the two “suf-
fixes” -use and -euse, the former corresponding to a “wrong”
morphological segmentation of the latter.
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Gender
source sentence TM LM

Determiner Epicene
noun p (his|c) p (her|c) p (his|c) p (her|c)

Feminine no 0.278 0.216 0.158 0.022
yes 0.213 0.248 0.098 0.022

Masculine no 0.589 0.037 0.158 0.022
yes 0.548 0.036 0.104 0.016

Epicene no 0.588 0.055 0.182 0.021
yes 0.485 0.074 0.109 0.016

Table 6: Average probabilities of his and her when conditioning on the source sentence (TM) or not (LM).

gender # tokens # occ. p (his|c) p (her|c)
Feminine 1 155 0.232 0.315

2 601 0.251 0.238
3 526 0.295 0.185
≥ 4 279 0.289 0.176

Masculine 1 386 0.569 0.040
2 529 0.547 0.035
3 460 0.546 0.038
≥ 4 200 0.544 0.039

Table 7: Probability of his or her estimated by a TM
broken down by the number of tokens of the French
occupational noun. Only French sentences in which
the gender is marked are considered.

and that they get an additional boost when taking
the source context into account. In comparison,
the LM probabilities of her are always very small,
and on average very similar to his for a feminine
source context.

This unbalance is likely to have a negative im-
pact during training. To see this, recall that the
gradient of the training loss, the cross-entropy, is
small when the system makes correct predictions
with a high confidence. This is the case for the pre-
dictions of his, which also happens to be much
more frequent in the data than her. As a result,
the cumulated gradient flow that propagates to the
encoder layers through the cross-attention module
is not sufficiently strong for a system to correctly
learn the dependency between the gendered words
in the source and the target pronoun prediction.

To measure the strength of this effect, we per-
form the following experiment: after training the
MT system, we consider all sentences with a fem-
inine source subject in our test set and perform a
single learning step (forward pass, cross-entropy
computation and backward pass) and compute for
each layer of the encoder and of the decoder the
gradients accumulated during the backward pass.
We carry out the same computation with sentences
with a masculine subject. Note that we have ig-
nored the 136 sentences having an epicene subject.

Overall, there are as many words in sentences with
a feminine subject as with a masculine subject.

We report in Table 9 the ratio between the norms
of gradients computed on feminine and mascu-
line examples. As predicted, gradients computed
on feminine examples are on average larger than
those computed on masculine examples, showing
that the system errs more for the former cases.
More interestingly, the difference is more signifi-
cant for the encoder’s parameters than for the de-
coder’s: to correct the mispredictions for feminine
examples, the training process attempts, as it were,
to update the encoder parameters so as to better
extract gender information from the source. When
processing masculine sentences, the errors are less
common and the parameter updates on the encoder
side are comparatively smaller.

One conclusion of this experiment is that femi-
nine and masculine examples do not have the same
impact on the parameter estimation and the learn-
ing procedure fails to faithfully capture the depen-
dency between source and target: only parameter
updates for feminine occurrences that are often
mispredicted, go a long way towards correcting
the prior preference for the masculine pronoun.

4 Towards Mitigating Gender Bias

4.1 Increasing the cost of gender errors
In support of our analyses, we propose to slightly
modify the loss function and to replace the cross-
entropy, which penalizes mispredicted words ac-
cording to the system confidence, by the softmax-
margin loss (Gimpel and Smith, 2010):

− logit[ygold]+

log


∑

y∈V
exp (logit[y] + cost (y, ygold))


 (1)

where logit[y] is the score computed by the trans-
lation model (the logit) for token y, V is the sys-
tem vocabulary and ygold is the gold token that
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-iste -use -euse -ologue -ière -e -atrice -graphe -ienne -ologiste -trice -liste -niste -rice

# occurrences in occupational noun
masculine 168 0 0 76 0 18 0 32 0 27 0 18 17 0
feminine 167 208 199 76 129 110 76 30 54 25 46 18 17 30

p(his|c) 0.51 0.25 0.27 0.61 0.26 0.34 0.28 0.40 0.31 0.55 0.26 0.47 0.56 0.30
p(her|c) 0.12 0.19 0.21 0.08 0.15 0.18 0.34 0.08 0.18 0.11 0.30 0.07 0.07 0.27

Table 8: Most frequent sub-lexical suffixes in feminine occupational nouns and the probability, estimated by the
TM, that the translation hypothesis contains her or his. Suffixes in bold only appear in feminine nouns.

layer ∇parammasc
∇paramfem

decoder 0 0.719
1 0.756
2 0.758
3 0.720
4 0.780
5 0.950

encoder 0 0.652
1 0.649
2 0.713
3 0.661
4 0.729
5 0.770

Table 9: Ratio of the gradients norm for masculine and
feminine sentences, in each of the encoder and decoder
layer. Feminine sentences yield larger gradients, espe-
cially on the encoder side.

should have been predicted. In comparison to the
standard cross-entropy (in black), the loss func-
tion of Equation (1) includes an additional term (in
cyan) that can been implemented using a V × V
cost matrix cost

(
y(i), y

)
where we specify how

much the system should be penalized (in addition
to the usual penalty) when predicting y instead
of y(i). This loss function allows us to associate
an extra penalty for each pair of (predicted word,
gold word). In practice, in our experiments, we
use a cost matrix where all elements except four
are zero: the system receives an additional penalty
when it predicts its instead of her, its instead
of his, his instead of her and her instead of
his. This means that for all other tokens, the sys-
tem is trained as usual, meaning that the overall im-
pact on translation quality remains circumscribed
to these words.This penalty is fixed at 10% of the
average value of the logits on the last layer of the
decoder. Preliminary experiments with other val-
ues of the penalty or other pairs of tokens that are
penalized did not improve these results.

By increasing the penalty incurred by mistakes
in predicting the possessive pronoun, we are actu-
ally instructing the TM to be more careful when
choosing them. This is mathematically expressed
through reinforced gradients for these examples,
which should ultimately result in parameters that

Gender in source Accuracy
Deter-
miner

Epicene
Noun

Masculine no 76.6 +0.1

yes 84.5 -0.2

Feminine no 35.3 +2.2

yes 35.1 +3.2

Epicene no 39.2 -1.2

yes 41.1 +0.7

Table 10: Accuracy (in %) of possessive pronoun
prediction when the TM is trained with the softmax-
margin loss and difference with the accuracy achieved
by system trained with cross-entropy loss.

are better at extracting and transferring gender in-
formation between the source and the target.

Experimental Results Table 10 reports the ac-
curacy of pronoun prediction achieved by system
trained with a softmax-margin loss. This system
appears to be, on average, better at predicting
the correct form of the possessive pronouns, espe-
cially for feminine source subjects. This observa-
tion confirms our conclusions: reinforcing gradi-
ents does result in better possessive pronoun pre-
dictions, illustrating again the fact that the cross-
entropy loss fails to fully transfer gender informa-
tion from the source, mainly because, as explained
above, masculine pronoun can be correctly pre-
dicted without taking any source side information
into account.

5 Conclusions

We have presented a new series of experimental
evidence highlighting the causes of gender biases
in NMT. Our analyses are based on observing pro-
noun translation errors in a controlled setting, us-
ing a new French-English test set of more than
3,000 occupational nouns. They mostly confirm
the findings of previous studies that have amply
documented the fact that errors were more likely
to occur for feminine than for masculine pronouns,
the latter being used as the default option in most
context. Additional analyses based (a) on sys-
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tematic probes, (b) on the comparison of LM vs.
TM probabilities, (c) on subword splitting, (d) on
the gradient flow in the encoder and decoder lay-
ers show that the cause of these biases are multi-
factorial. We have finally proposed a new way to
mitigate these errors via a margin augmented train-
ing loss, specifically aimed at improving the infor-
mation flow between source and target.

In our future work, we intend to continue explor-
ing the potential of margin augmented losses, with
the aim to also train the cost matrix, and to per-
form more systematic experiments with other sys-
tems and language pairs. Another line of investiga-
tion will be considering other linguistic phenom-
ena posing difficult challenges for MT systems,
such as the prediction of tense (Vanmassenhove
et al., 2017) or mood information (Burchardt et al.,
2017).

6 Ethics Statement

This supplemental description tries to follow (Lar-
son, 2017) recommendations for gender as a vari-
able in NLP. We cannot avoid gender as it is nec-
essary to achieve our objectives, that is the study
of gender biases. To make our theory of gender
explicit, we follow Corbett’s analysis of gender as
a grammatical category (Corbett, 1991), defined
for English as a pronominal gender system. For
human referents in our corpus and in our experi-
ments, we operationalize grammatical gender as a
binary feature in French and English, which, on
the one hand, can be felt as excluding, and, on the
other hand, does not take into consideration more
recent uses in these languages. As explained in
lines 116–125, we resort to this simplistic repre-
sentation of gender to highlight the gender bias in
current NMT systems. For a more complete ap-
proach to the variety of gender-inclusive linguistic
strategies currently in use in English, see for in-
stance (Cao and Daumé III, 2020).
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