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Abstract

This paper proposes a novel task in Argument
Mining, which we will refer to as Reasoning
Marker Prediction. We reuse the popular Per-
suasive Essays Corpus (Stab and Gurevych,
2014). Instead of using this corpus for Argu-
ment Structure Parsing, we use a simple heuris-
tic method to identify text spans which we can
identify as reasoning markers. We propose
baseline methods for predicting the presence
of these reasoning markers automatically, and
make a script to generate the data for the task
publicly available 1.

1 Introduction

One key task within the field of argument mining
(AM) is the generation of textual summaries of
arguments (Fabbri et al., 2021; Bar-Haim et al.,
2020). Significant work has been done on auto-
matic extraction of argument components from ar-
gumentative text (see Lawrence and Reed, 2020
for a survey). However, research is still needed on
how to use these extracted argument components
to generate a fluent and readable textual summary.

One means to improve the coherence, and hence
readability, of an argument summary is for the se-
lected components which express the content of the
argument to be connected using reasoning markers,
rather than simply placing them adjacent to each
other. Reasoning Markers are words and phrases
such as “because", “therefore" or “in conclusion"
which can be used to structure an argumentative
piece of text, acting as the “glue" to hold a text
together and make it more intelligible.

Figure 1 indicates how we might envision Rea-
soning Marker prediction being used in an argu-
ment summarisation pipeline. Such a pipeline
could consist of argumentative components being
extracted from a text, followed by selecting and
ordering the most relevant components to form a

1github.com/acidrobin/reasoning_
marker_prediction
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Figure 1: Our conceptualization for how Reasoning
Marker Insertion could be used within an Argument
Summarization pipeline.

summary. We concentrate on the final step of a
proposed system like this; deciding where to insert
reasoning markers to connect the selected argumen-
tative components and produce a fluent text.

1.1 Defining Reasoning Markers
Reasoning markers (RMs) are a proper subset of
discourse markers (DMs), i.e. those words or
phrases used in the organization of a spoken or
written text.

Williams (2018) seems to be the first to have
used the phrase “reasoning marker". However, the
use of DMs in argumentative text has been noted
since the notion of discourse marker was first intro-
duced in Schiffrin (1987). The term RM excludes,
for example, DMs which would typically be found
in narrative text, such as “once upon a time", “even-
tually", or “suddenly".

RMs, specifically, are those discourse markers
which are used to encode logical connections be-
tween claims and premises. The presence of RMs
is argued to be positively correlated with the aca-
demic trustworthiness of a text (Williams, 2018).

We do not attempt to provide a rigorous defini-
tion of the notion of “reasoning marker" since we
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believe this is a complex linguistic problem beyond
the scope of this paper. Categories of discourse
marker are notoriously difficult to define, and may
be best conceptualized as “family resemblance"
categories rather than categories definable by a list
of formal features (Bordería, 2006).

Instead we sidestep the issue by assuming that
whatever linguistic material can be used to con-
nect together argument components counts as a
Reasoning Marker. For our purposes we consider
this definition satisfactory, since we are not aiming
at formal linguistic correctness but generating a
coherent and readable text.

1.2 Related Work

RMs have been used previously in argument min-
ing as a feature for the identification of claims and
premises, and the relations between them (Stab
and Gurevych, 2014; Eckle-Kohler et al., 2015;
Lawrence and Reed, 2015).

Malmi et al. (2017) build a large dataset for rea-
soning marker prediction, which they gather from
English Wikipedia. Their dataset differs from ours
in that it is not specifically aimed at argumenta-
tive text, and also uses sentence pairs instead of a
short-essay context as in our work. Additionally,
some authors have used discourse marker predic-
tion as an auxiliary task for generating sentence
embeddings (Sileo et al., 2019).

2 Corpus Creation

We use a simple heuristic method to identify RMs
in an already existing corpus, taking advantage of
existing annotations.

2.1 Persuasive Essay Corpus - Existing
Annotation Scheme

The corpus which we choose to use for the extrac-
tion of Reasoning Markers is the Persuasive Essay
Corpus (PEC) (Stab and Gurevych, 2017). PEC is
a corpus of 402 persuasive essays on a variety of
controversial topics. The corpus was annotated for
the task of Argumentation Structure Parsing, i.e.
identifying argumentative components within these
essays and the links between them.

In order to extract Reasoning Markers from PEC,
we use a heuristic rule-based method. We note that
PEC comes pre-segmented into Argument Com-
ponents (ACs). A BIO tagging schema is used to
label each token as either belonging to an AC or
not; and, if a token belongs to an AC, it is labelled

[Furthermore , RM] [investing in art could bring
employment opportunities and could end in return
of capital occasionally CLAIM] . [The investment
could be paid back through the values of the created
works of art which as a matter of fact should be
considered as national possessions PREMISE] [. To
sum up , RM] [not only could investing in art be
considered as wasting money at any kind PREMISE]
[, but also RM] [it would enriches the culture of the
society PREMISE] .

Figure 2: An essay fragment from PEC with our auto-
matically generated RM annotations applied to it. Note
we show annotated spans rather than tokens for read-
ability. Tokens in spans labelled “RM” are originally
labelled “O” in PEC.

as either a Claim, a MajorClaim (the claim that is
the main topic of each essay) or a Premise.

Looking at an example from PEC in Figure 2,
we can observe that some ACs are separated by
RMs, while others are separated only by punctu-
ation. This suggests that it may be possible to
leverage this dataset for RM prediction.

2.2 Inferring Reasoning Markers
In order to identify RMs, we use a simple two-stage
pipeline: (1) carry out sentence tokenization; (2)
identify those segments within a sentence contain-
ing an AC (Claim, MajorClaim or Premise) but
labelled with O tags, excluding segments consist-
ing solely of a single punctuation character.

We observe that the vast majority of these O-
labelled sentence fragments can be considered
as either constituting or containing an RM. This
should not be surprising for two reasons: (1) as
just outlined, all of these sentence fragments come
attached to ACs; (2) the essays originate from
essayforum.com, a website consisting mostly
of essays composed by high-school students or
learners of English as a second language – edu-
cational contexts where students are rewarded for
including RMs within texts.

2.3 Corpus Contents
We find our processed version of PEC contains a
total of 7426 “potential RM" datapoints, where a
potential RM datapoint occurs between each pair of
adjacent ACs. The data is evenly balanced between
the classes RM/No RM, as can be seen in Table 1.

The corpus contains a total of 1264 reasoning
marker types. While this number seems large, it is
somewhat artificially inflated by a number of minor

essayforum.com
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RM No RM Total
Train 2726 2550 5276

Validation 346 287 633
Test 802 715 1517
Total 3874 3552 7426

Table 1: Numbers of samples found in train, validation
and test sets.

variations on what are semantically very similar
RM phrases, such as “To conclude, I definitely
feel that", “To conclude, I strongly believe that",
“To conclude, I want to say that", and a number of
similar examples. Shorter RMs are also much more
common than longer RMs, as shown in Table 2 and
Figure 3. 39.8% of all RMs are only a single token
long. As well as concurring with Zipf’s brevity
law (Zipf, 1949), this reflects the length of RMs
typically studied in the literature.

Reasoning Marker Frequency in Corpus
“because" 195

“for example" 178
“therefore" 137
“however" 110
“moreover" 104

Table 2: The five most common reasoning markers ap-
pearing in PEC

The classification of some of the longer segments
as RMs is somewhat dubious. For example, the
following 25-token phrase would not be typically
classified linguistically as a RM, but it seems to
fulfil a similar function in context:

“In conclusion, after analyzing the pros
and cons of advertising, both of the views
have strong support, but it is felt that...
«conclusion»"

However, we refrain from filtering out discourse
markers using linguistic criteria, since we treat
this as an engineering task and mainly aim to add
in appropriate connective material between ACs,
whether or not they count as RMs in the strict sense.

2.4 The Corpus Processing Script

We release a script via our repository
(github.com/acidrobin/reasoning_
marker_prediction) which takes in the data
provided in the PEC repository (github.com/
UKPLab/acl2017-neural_end2end_am)
and converts it into valid input for a language

Figure 3: Counts of RM tokens in PEC by token length

model. We describe the format of this input in
Section 3.1.

3 Task and Baselines

Here we describe the task and the implementation
of several pretrained language model baselines.

3.1 Reasoning Marker Prediction
In this task, we take a version of PEC with full
essays represented as strings, with each essay repli-
cated as many times as there are RMs in it. Each
essay copy has a single gap where one RM may or
may not appear. We then predict whether or not an
RM should appear in this gap. All other RMs are
included in this copy, but excluded in turn in other
copies. This is a binary classification task, with
two possible labels “True" (if an RM is present)
and "False" (if an RM is not present).

Input: “furthermore investing in art could bring
employment opportunities and could end in return
of capital occasionally [RM] the investment could
be paid...“
Output: “False"

Table 3: Input/output schema for RM prediction task.

We also add an additional test condition, which
we denote +AC, in which we add special tokens to
the input representing AC types: [claim], [major-
claim], and [premise]. For example, a paragraph
containing a premise and claim would have an in-
put similar to “[premise] premise text [RM] [claim]
claim text" – so that the [premise] and [claim] spe-
cial tokens indicate the beginning of these com-
ponents. We reason that in at least some cases
this should help provide useful information to the
model; e.g. RMs such as “in conclusion" are very
common in the dataset before major claims.

github.com/acidrobin/reasoning_marker_prediction
github.com/acidrobin/reasoning_marker_prediction
github.com/UKPLab/acl2017-neural_end2end_am
github.com/UKPLab/acl2017-neural_end2end_am


140

3.2 Implementation of Baselines

Since the ratio of RMs to no-RMs is roughly 50/50,
we use a random baseline where the probability of
choosing “True" is set at 0.5.

We also use two large pretrained language mod-
els, BERT (Devlin et al., 2018) and T5 (Raffel
et al., 2020). The two share fundamental similari-
ties in that they are transformer models (Vaswani
et al., 2017), however they differ in the specific pre-
training regime that they follow (see Raffel et al.
(2020) for details).

Implementations of the two models are taken
from huggingface.com (Wolf et al., 2019).
For both models, we used lower-cased text in the
input, to prevent trivial classification using the case
of the word following the potential RM location.

Due to its pretraining scheme, T5 benefits from a
task-specific linguistic prompt being prepended to
the input. We experiment with options: no prompt,
“True or False:", and “Is there a reasoning marker?
True or False:". We found the prompt “True or
False:" gave the best result.

For the tokenizers of both models, we add in
a special [RM] token which indicates a potential
reasoning marker position. For the +AC test condi-
tion, we add [claim], [majorclaim], and [premise]
special tokens to the BERT tokenizer. For the T5
model, we additionally add “true" and “false" as
single tokens. To use the T5 model, which can
generate free text, as a classifier, we generate only
a single token at inference time and ignore all log-
its except those corresponding to the “true" and
“false" tokens.

Appendix A contains further details of our train-
ing scheme.

4 Results

We evaluate our results using precision, recall and
F1-score macro-averaged between the two classes.
The random baseline, as might be anticipated,
achieved an F1-score of 0.50.

Model Name Precision Recall F1-Score
RandomBaseline 0.50 0.50 0.50

bert-base 0.75 0.70 0.69
bert-base+AC 0.73 0.66 0.64

t5-small 0.63 0.60 0.59

Table 4: Performance of the baseline and three models
evaluated on the test set.

As Table 4 shows us, the best-performing model

was the “vanilla" bert-base-uncased. Adding in the
extra tokens to indicate the beginning of argument
components lowered performance. Additionally,
the T5 model underperformed compared to BERT.
The reasons for this are unclear – one possible
explanation that could be hypothesized is that the
input to this task is closest to what was seen in
pretraining by the bert-base model since it was all
uncased. The T5 model used was cased since an
uncased variant was not available on the web. The
largest source of error for both models was over-
prediction of reasoning markers.

5 Conclusions and Future Work

We have presented a new task which we believe is
a useful subtask for generating summaries of argu-
mentative text: reasoning marker prediction. We
have released a script that can be used to generate
our derived corpus from PEC, which supports this
task. Additionally, we have shown it is possible to
predict the presence or absence of an RM between
two argumentative components at an above-chance
level. Our baseline scores show this is a challeng-
ing task, with much room for improvement.

Of course we want not only to predict that an
RM should occur but what the RM should be. In
the future, we aim to work on using end-to-end
models to generate an appropriate RM for a given
context, instead of simply predicting whether or
not an RM should appear.

Another aspect of this task which we have not
explored is the sub-categorization of RMs. Multi-
ple taxonomies of DMs have been developed that
could be used for this task. See Knott’s (1996)
taxonomy, and the development in Oates (2000).

However, it is likely that this would be a non-
trivial task and require some expert labelling, due
to the fact that there is not a one-to-one correspon-
dence between DMs and their functions. A simple
DM like “so" for example, has many different func-
tions and can be used to provide justifications, for
sequencing, or for expressing a purpose.

Nonetheless, since, as noted above, there are
many RMs in this dataset that are more-or-less in-
terchangeable, it may be sufficient to predict the cat-
egory that a potential RM should belong to rather
than attempting to generate one directly.

This work was supported by the Centre for Doctoral Train-
ing in Speech and Language Technologies (SLT) and their
Applications funded by UK Research and Innovation [grant
number EP/S023062/1], and by Amazon.
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A Details of Training Scheme

All of our BERT and T5 models are pretrained
and then fine-tuned on the task for a number of
epochs chosen by early stopping, in the range of
[0 . . 8]. We used the uncased version of BERT
base. We use the Adam optimizer (Kingma and
Ba, 2014). The best learning rate is chosen by a
grid search; for both models we explore the set
{1e−4, 5e−5, 1e−5, 5e−6, 1e−6}. For the BERT
model, we found the optimal learning rate was
1e−5 and the best performance was achieved after
3 epochs of fine-tuning. For T5, a learning rate of
5e−6 and 5 epochs of fine-tuning were optimal.


