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Abstract

Segment-level Quality Estimation (QE) is
an increasingly sought-after task in the
Machine Translation (MT) industry. In
recent years, it has experienced an im-
pressive evolution not only thanks to the
implementation of supervised models us-
ing source and hypothesis information, but
also through the usage of MT probabili-
ties. This work presents a different ap-
proach to QE where only the source seg-
ment and the Neural MT (NMT) training
data is needed, making possible an approx-
imation to translation quality before infer-
ence. Our work is based on the idea that
NMT quality at a segment level depends
on the similarity degree between the source
segment to be translated and the engine’s
training data. The features proposed mea-
suring this aspect of data achieve compet-
itive correlations with MT metrics and hu-
man judgment and prove to be advanta-
geous for post-editing (PE) prioritization
task with domain adapted engines.

1 Introduction

Quality of Neural Machine Translation (NMT)
systems keeps improving and gives humans the
ability to translate enormous amounts of segments
in a short time. However, raw machine transla-
tion is seldom perfect. Therefore, MT in stan-
dard localization processes is most of the times fol-
lowed by some level of human or automated edit-
ing aimed at fixing issues in the MT output.
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In the translation industry we are witnessing a
surge in demand for translation services, as well
as increased requests for raw MT (without human
review). Often, clients are very concerned about
their translation spend, or they do not have time
to translate all the content they would like to see
translated, therefore more and more of them look
for raw machine translation services to get savings
and quicker turnaround time. However, depend-
ing on the language pairs, use cases and content
types involved, raw machine translation for direct
consumption (without PE) might not be a good so-
lution.

In an ideal scenario, the quality of the output
delivered by MT engines is measured before they
are used in production. This exercise is aimed to
understand if MT will be helpful for the linguist,
or even just to understand if a MT engine training
was successful or not.

Typically, the quality of MT translations is mea-
sured by comparing how different the MT output
is from its reference translation. But how do we
measure the quality of MT if we do not have a
reference translation? It happens very frequently:
imagine that you need to translate a new content
type or into a new language pair for which you do
not have any reference translation. This conflict
led to the recent emergence of Quality Estimation
(QE) techniques that try to estimate the quality of
a translation when the reference information is not
available. In WMT20 QE shared task, state-of-the-
art (SOTA) QE models were supervised models
trained exclusively on labeled data composed of
source segments, the corresponding translations,
and human Direct Assessment (DA) (WMT20 QE
findings, 2020). The same year, an unsuper-
vised method was proposed to estimate transla-
tions (Fomicheva et al., 2020). The paper intro-
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duced the idea of using NMT as a glass-box to esti-
mate translation quality by using token level prob-
abilities. From that breakthrough, WMT21 SOTA
QE models combined the supervised and unsuper-
vised approaches (WMT21 QE findings, 2021).

Despite the outstanding results of these QE
models, we observed that they cannot easily be im-
plemented in production environments for differ-
ent reasons. Firstly, because a substantial amount
of human-labeled data is needed to fine-tune such
architectures for a specific language pair and do-
main. In many cases, it can be problematic to find
or generate this type of data without creating some
domain shift between the QE training data and the
data that has to be estimated in production. This
can lead to catastrophic results. Secondly, these
models rely on large language models that are ex-
pensive to train, store and run. Thirdly, depending
on how the adapted NMT models are put in pro-
duction, they can deprive the owner of NMT prob-
abilities used as features which can also be com-
putationally expensive to extract.

This work tries to elude these challenges by
proposing a more ”data-centric” direction to esti-
mate NMT quality. Indeed, the importance of data
in NMT has been extensively studied in different
fields such as domain shift (Wang and Sennrich,
2020), catastrophical forgetting (Goodfellow et
al., 2015; Gu and Feng, 2020) and domain robust-
ness (Müller et al., 2020). Hence, it is well known
that adapted models will have higher performance
on segments from the same domain, or similar to
the ones contained in the training data in some as-
pect. In this perspective, we think that there could
be a way to estimate the NMT performance on a
segment by checking the source segment and com-
paring it to the source segments contained in the
training data. This work presents two simple tech-
niques to perform this task: a) by measuring the
similarity between the segment to be translated and
the source segments found in the training data and
b) by counting the number of words in the source
segment that do not appear in the engine training
data (unknown words for the engine).

We evaluate our approach in two steps. Firstly,
we create generic engines in three language pairs,
and then we adapt each one of them with client-
specific data. With these six engines, we translate
a set of segments for which the reference is known,
score at a segment level those translations using
BLEU, chrF3 and COMET, and compute our new

source-similarity features. After that, we study and
discuss the correlation between these new features
and the segment-level MT metrics and human eval-
uations. Secondly, we focus on the in-domain sce-
narios to evaluate the impact of using this simple
approach as QE metrics to prioritize the segments
to be post-edited.

Our main contributions at the end of this study
are: (a) a simple, unsupervised and effective ap-
proach to estimate the MT quality without check-
ing the reference translation or before producing
the translation; (b) an evaluation of how these fea-
tures correlate with several MT scores and human
judgement, both in generic and adapted NMT sys-
tems, similarly to previous QE methods; (c) an
evaluation of how these features can be used as
competitive indicators to prioritize segments to be
post-edited. While the study focuses on an unsu-
pervised segment level usage, it opens the door to
explain quality changes at a project level and can
inspire future architectures for QE models where
the source side similarity information could be in-
cluded.

2 Related work

QE QE aims to address the problem of evaluat-
ing the translation quality of a NMT model when
a reference is not available. In recent years, the
explosion of multilingual language models like M-
BERT (Devlin et al., 2018) or XLM Roberta (Con-
neau et al., 2019), giving the ability to repre-
sent into a single space text from different lan-
guages, gave birth to new QE models reaching
SOTA results in WMT competitions. In WMT19,
a model was presented using cross-lingual sen-
tence embedding information from both source
and hypothesis (Zhang and van Genabith, 2019)
to learn how to score a translation without a ref-
erence. In WMT20, quality estimators like Tran-
squest (Ranasinghe et al., 2020) and COMET as
QE (Rei et al., 2020), based on an architec-
ture composed of a multilingual model encoding
the source and the hypothesis trained on human-
labeled data, outperformed older techniques. In
parallel, an unsupervised technique was proposed
for QE (Fomicheva et al., 2020). The paper pro-
posed the usage of NMT as a glass-box, which
means using the internal states and token level
probabilities to reflect the uncertainty of the NMT
at inference. This uncertainty revealed consistent
correlations with human Direct Assessment (DA).
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Therefore, these features are good indicators for
QE. A year later, the WMT21 shared task on QE
made available data composed of source, trans-
lation, and human DA, as well as the resulting
glass-box features produced by the NMT model
for each translation. As a consequence, the best
performing models combined the WMT20 win-
ning architectures with the uncertainty features ex-
tracted from the token-level probabilities such as
QEMind’s (Wang et al., 2021) and Unbabel mod-
els (Zerva et al., 2021).

Domain shift in NMT The MT field went from
Statistical MT (SMT) to the current NMT mod-
els leading to state-of-the-art results in most cases
(Stahlberg, 2020). The best performing MT mod-
els rely on neural architectures that are trained in
two steps. Firstly, the model is trained on large
amounts of generic parallel data to get a generic
understanding about how to go from the source
language to the target language. Secondly, this
generic model is fine-tuned with bilingual data
from the expected domain before it is used in pro-
duction. This is what we call domain adaptation.

During this process, due to its neural archi-
tecture, NMT suffers from catastrophic forgetting
(Goodfellow et al., 2015; Gu and Feng, 2020)
which is the process of progressively ”forgetting”
previous data while strongly fitting to the new in-
domain data. The performance on out-of-domain
data decreases, while it improves on in-domain
data. Therefore, when translating with an adapted
model a text different to the in-domain data, the
model could fail or produce hallucinations (Müller
et al., 2020; Wang and Sennrich, 2020).

3 Source QE for NMT

In this work, we try to extract information that can
describe how familiar a segment is to a given en-
gine by comparing each source segment that needs
to be translated against all the source segments in-
cluded in the training data. The two following
subsections propose features by transforming the
segments into vectors and getting some statistical
measurements of the vectors’ similarity. These
vector similarities are computed with the cosine
similarity defined as follows for vectors A and B:

sim(A,B) =
A.B

∥A∥ ∥B∥

With this score we can capture how similar the
vectors are. In absolute terms, the values returned

are contained in [0,1]: values approaching 1 repre-
sent high similarity, while values closer to 0 rep-
resent low similarity. For explanatory purposes,
we denote Strain the set of ntrain source segments
composing the training data and Stest the set of
ntest source segments to translate.

3.1 Bag of words similarity
We create a bag of words (BOW) model for each
language pair to transform all segments in Strain
and Stest into vectors. These vectors are a sim-
plified representation of segments where the fea-
tures are a bag of words appearing in the docu-
ment. Hence, the vectors describe how many times
a word appears in the encoded segment. For a seg-
ment strain in Strain and a segment stest in Stest, we
denote the corresponding vector representations as

⃗strainbow and ⃗stestbow . With this information, we
compute for every segment in Stest the following
features.

Average BOW similarity This is the arithmetic
mean of the cosine similarity between the segment
to be translated and all the source segments con-
tained in the training data.

avgbow(stest) =
1

ntrain

∑
s∈Strain

sim( ⃗stestbow , ⃗sbow)

With this feature, we try to determine globally
how similar the segment is to the full training set.
However, this might not be as relevant as we think.
Let’s picture a scenario where all the segments in
Strain are completely different from the segment to
translate except one. If the exception segment is al-
most identical, we expect that the model probably
retained that information and will produce a decent
translation by reproducing some similar example.

Maximum BOW similarity Given the previous
argument, we hypothesize that we do not need the
distance of all the segments since at inference time
the NMT model will appeal to the most similar in-
stances of the segment to translate. As a conse-
quence, we will capture the information related to
the most similar segment in Strain by capturing the
similarity to it. The feature is defined as follows:

maxbow(stest) = max
s∈Strain

sim( ⃗stestbow , ⃗sbow)

A limitation of this first group of features is the
fact that they rely on a rudimentary transformation
as it is BOW modelling. In fact, by definition, this
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representation can capture quite well the string or
word similarity between two segments. However,
this does not constitute an accurate semantic rep-
resentation.

3.2 Semantic similarity
To describe the semantic relationship between our
segments we make use of SOTA models in the se-
mantic textual similarity field, such as sentence
transformer models (Reimers, Gurevych, 2019;
Reimers, Gurevych, 2020). Thanks to those ar-
chitectures we transform all segments in Strain
and Stest into sentence embeddings with the ’all-
mpnet-base-v2’ model which is the mpnet-base
model (Song et al., 2020) fine-tuned on a SNLI
dataset with more than 1 Billion segment pairs.
As a result, the vector representations produced by
the model seem to capture the semantic informa-
tion of the text into a unique space where the dis-
tance between two pieces of text is correlated to
the semantic similarity. Hence, similar texts are
closely represented while different texts have dis-
tant representations. As before, we denote ⃗strainsem
and ⃗stestsem the semantic embedding representa-
tion of a segment in Strain and Stest, and compute
the same features as we did with BOW representa-
tions:

Average semantic similarity The arithmetic
mean of the cosine similarity between stest and ev-
ery segment in Strain

avgsem(stest) =
1

ntrain

∑
s∈Strain

sim( ⃗stestsem , ⃗ssem)

Maximum semantic similarity The maximum
cosine similarity of stest over all segments in Strain

maxsem(stest) = max
s∈Strain

sim( ⃗stestsem , ⃗ssem)

3.3 Unknown words
A problem exists with the previous similarity ap-
proaches. A segment to be translated can be highly
similar to a segment in the training set but with
a crucial difference. We illustrate the statement
in Table 1. This example presents a segment to
be translated which is highly similar to a segment
used for engine adaptation. The cosine similarity is
0.95, which is only 0.05 below the score for identi-
cal segments (1.00). Both segments share the same
structure and same words except for the city name.
The city name is responsible for that small differ-
ence with a score representing identical segments.

source The best museums are in London.
hyp Los mejores museos están en London.
ref Los mejores museos están en Londres.
source The best museums are in Madrid.
ref Los mejores museos están en Madrid.

Table 1: Example on NMT errors due to unknown words.
The first example describes the translation produced by a
NMT system. We highlight in bold the unseen word in
training and in red the translation error. The second exam-
ple corresponds to the most similar segment found in training
with a cosine similarity of 0.95

This light difference can be a problem for the NMT
model. If the word ”London” is not contained in
the source side of the training data, the engine will
not know how to translate it into Spanish as ”Lon-
dres” and will certainly produce the untranslated
term since it saw that ”Madrid” remained untrans-
lated.

Therefore, we create an unk variable to capture
the information. For each segment in Stest, the unk
feature counts the number of unknown words in
the segment but not in Strain. To do that, we pro-
duce from Strain the set of words occurring in the
dataset which we call DStrain and wstest the set of
words in a segment stest. The formula below de-
fines how the score is computed.

unk(stest) = n(wstest)−n(wstest ∩DStrain)

where n is the operator to count the number of
elements, or words in this case, contained in a par-
ticular set.

4 Datasets setup

NMT data We call generic data the parallel
bilingual pairs used to train the generic engines.
All data was extracted from OPUS (Tiedemann,
2012) and contains different domains such as med-
ical, political, scientific or religious among many
others. The language pairs involved, and the
amount of segment pairs used to train our NMT
systems are described in Table 2. The test
data used for experiments in Section 5 is ob-
tained from newstest2019 for En-De and News
Commentary for En-It. The En-Ko test set was
made of segments from multiple domains found
in OPUS (Tiedemann, 2012). In-domain data is
composed of data provided by an IT security com-
pany. More specifically, the content types included
in the data are User Interface (UI) and User Assis-
tance (UA). The amount of training data used for
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Generic In-domain
En-De 11,568,049 181,061
En-It 32,187,643 89,835

En-Ko 17,299,009 173,662

Table 2: Summary table counting the amount of segment
pairs used to train NMT systems

the adapted NMT systems can be seen in Table 2.
The test data is obtained from documents that were
translated and reviewed in the past by human trans-
lators, which are not contained in the training data.

NMT systems We built MT engines for three
language pairs (En-De, En-It and En-Ko) with
OpenNMT-tf toolkit (Klein et al., 2020) by train-
ing the Transformer architecture (Vaswani et al.,
2017) with the generic data described above. Ad-
ditionally, we adapted those engines with the in-
domain data by fine-tuning the final generic model
exclusively with in-domain data (Chu et al., 2018).

MT scores In the presence of reference trans-
lations or post-edited segments, we automatically
score the translations with three different segment-
level metrics to have a first view of how our
approach correlates with the most commonly-
referenced MT metrics in the industry. At a to-
ken level, we compute the BLEU score (Pap-
ineni et al., 2002) which is extensively used across
the industry despite its weakness. At a character
level, we use the chrF3 score, which showed high
correlations in WMT14 evaluation task (Popovic,
2015). Finally, we also rely on the SOTA metric
COMET (Rei et al., 2020) with its last version
’wmt21-comet-mqm’. This metric has been de-
scribed as the automatic metric which shows the
highest correlation with human DA in recent years
(Kocmi et al., 2021; Nunziatini, Alfieri, 2021).

Direct Assessment As for Direct Assessment,
due to budget constraints, we decided to narrow the
experiment to two language pairs which are partic-
ularly relevant for us for business reasons: English
into Italian and English into German. Three lin-
guists for each language pair performed Direct As-
sessment on 1,000 machine translated segments.
We decided to involve three linguists per language
because we believe it is a good compromise be-
tween budget restrictions and relevance of the ex-
ercise from a statistical point of view. The source
segments were randomly selected from projects
which were previously translated and reviewed.

All segments in this dataset were never seen during
training by the domain adapted engines. However,
the content type of this dataset is very similar to
the domain adapted engine training material con-
tent type.

Linguists were provided with detailed evalua-
tion criteria and asked to score Adequacy and Flu-
ency for each segment. For both Adequacy and
Fluency, they were asked to provide a score from
1 (lowest) to 5 (highest). In order to get robust
scores, fluency and adequacy scores from each an-
notator were standardized by transforming them
into z-scores and averaged across the three lin-
guists.

The linguists involved in this experiment were
very familiar with the content type evaluated, as
they are the preferred translators for this content
type and client. Therefore, close attention was
paid to client and domain-specific terminology and
segments with little or no context were evaluated
considering the context in which those segments
would normally appear. Each one of them was
allowed plenty of time to complete the exercise,
since we understand that scoring the Adequacy
and Fluency of 1,000 segments can be tiring and
confusing in the long run. In order to make sure
that the linguists understood the task correctly, we
asked them to start with a small sample and deliver
the evaluation, then wait for feedback before pro-
ceeding with the biggest sample.

5 First experiment and results

In the following experiment, we describe correla-
tions between the proposed features and the pre-
vious MT metrics for generic and domain-adapted
systems trained as explained in Section 4. Addi-
tionally, we compute the correlations with DA for
the in-domain translations with data described in
the same Section. Note that, to compute the indi-
cators for the adapted engine, only the in-domain
training data is considered to compare the source
segments.

5.1 Settings

Benchmarks We use baseline features extracted
from previous works in the field to compare the
performance of our approach to QE indicators
which do not need any training. On the one hand,
we make use of Comet as QE (Rei et al., 2020),
representing a supervised model trained on data
from previous WMT competitions. On the other
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hand, we compute the sequence-level translation
probability normalized by length (Fomicheva et
al., 2020) defined as TP, representing the simplest
feature to extract from the NMT model at infer-
ence.

5.2 Results

Correlations with MT metrics Table 3 de-
scribes Pearson correlation between the proposed
MT metrics and the source QE features for generic
engine translations. On the one hand, if we
compare against the baseline features (TP and
COMETQE ), we observe competitive perfor-
mance in punctual correlations. Indeed, maxsem
provides the best information to estimate COMET
above all our proposed approaches for En-It and
En-De. For its part, maxbow correlates with BLEU
in En-It but also with COMET in En-De. Addition-
ally, unk can provide information for COMET only
in En-De since for the other languages it rarely
found segments with unknown word(s). Within
this experiment with generic engines, we observe
the absence of correlations for avgbow, avgsem and
unk when string MT metrics (chrF3, BLEU) are
involved. In other words, this table shows that our
features strongly correlate with semantic similar-
ity, but not with string similarity between hypoth-
esis and reference. This observation highlights
a well-known problem for metrics like BLEU or
chrF3: they fail to correctly evaluate the quality of
flawless translations which use different terminol-
ogy or style compared to the reference. It is par-
ticularly true in this scenario: because the engine
and the test set are generic, we notice that the ref-
erence strays away from the source, whereas the
model produces more literal translations.

This problem is overcome in the in-domain ex-
periments presented in Table 4. Indeed, correla-
tions are present to some degree for both string
and semantic MT metrics since domain-adapted
engines reproduce the style and terminology seen
in the training material. Besides, for obvious rea-
sons, the content type itself is not characterized
by stylistic flourishes or use of synonyms. In this
analysis, maxsem provides consistent correlations
with all the MT metrics for all the language pairs.
This indicator computes leading results for string
metrics in En-It and En-De, while maxbow is un-
correlated. Nevertheless, for En-Ko, maxbow also
competes with maxsem. It is also the case for unk,
which shows moderate correlations with almost all

the metrics for En-It and En-De.

Average features Contrary to our intuition, we
notice that avgbow and avgsem compute low neg-
ative correlations with some MT metrics. This
means that high-quality translations correspond to
source segments with low average similarity to the
training set. The assumption is difficult to be-
lieve, because it would mean that completely out-
of-domain segments are most likely to get high-
quality translations than in-domain segments. As
a consequence, we decide to drop these features
from Table 4.

Correlations with Direct Assessment In Table
4, we also analyze the correlations with Fluency
(Fcy) and Adequacy (Adcy) for En-It and En-
De. For the first language pair, TP seems to con-
tain the best information to estimate both Adcy
and Fcy with medium-high Pearson correlations.
This indicator is followed closely by COMETQE

and our approaches maxsem and unk, which pro-
vide medium-low correlations with these human-
labeled metrics. The unk feature outperforms all
our proposed approaches for Fcy, while for Adcy
maxsem leads the board. Similarly, for En-De,
TP continues to obtain the highest correlations
with DA metrics. The second place is shared
by COMETQE and maxsem, with similar results
for both indicators. Furthermore, maxbow can be
ranked after them with low correlations, and unk
is only informative for Fcy estimation. Finally, for
both language pairs the difference to TP for Fcy is
moderate, but we see a larger difference to Adcy,
meaning that our approaches are more competitive
when measuring Fcy.

We have seen how maxsem contains competi-
tive information to estimate segment-level quality,
even if it does not outperform TP globally in terms
of Pearson correlation. However, we observe that
our semantic similarity approach has an advantage
over features using NMT probabilities in short seg-
ments. This type of segments often lack context:
this causes uncertainty in NMT as it tends to return
low probabilities independently of the accuracy of
the translation, while maxsem is able to indicate
better quality if it detects that this segment can be
somehow similar to some training instance.

As a final observation, we are aware that the
probabilities returned by NMT systems depend
on the training and inference data. We could
think that our maxsem and maxbow indicators are
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En-It En-De En-Ko

BLEU chrF3 COMET BLEU chrF3 COMET BLEU chrF3 COMET

TP 0.191 0.376 0.389 0.200 0.297 0.423 0.492 0.662 0.440
COMETQE 0.191 0.166 0.821* 0.053 0.048 0.824* 0.048 0.004 0.622*

avgbow -0.077 0.094 -0.099 -0.029 -0.063 -0.002 -0.021 -0.067 0.037
maxbow 0.123 0.093 0.042 0.006 0.020 0.168 0.030 0.041 0.015
avgsem 0.048 -0.133 -0.152 -0.129 -0.124 0.148 0.053 0.043 -0.198

maxsem 0.027 -0.063 0.196 0.132 0.032 0.324 -0.009 -0.050 0.021
unk -0.015 -0.044 0.099 -0.010 -0.001 -0.131 - - -

Table 3: Pearson correlation table between features and different automatic MT metrics for generic NMT settings. Highest and
relevant correlations from all the proposed approaches are in bold; find also in bold the best result between the two baselines.
*The correlation is high because COMET and COMETQE were trained on similar data

En-It En-De En-Ko

BLEU chrF3 COMET Fcy Adcy BLEU chrF3 COMET Fcy Adcy BLEU chrF3 COMET

TP 0.230 0.379 0.349 0.374 0.456 0.131 0.336 0.339 0.217 0.343 0.344 0.531 0.379
COMETQE 0.199 0.119 0.646* 0.326 0.312 0.102 0.192 0.604* 0.193 0.177 0.011 0.026 0.553*

maxbow 0.073 0.055 0.056 0.109 0.127 0.070 0.071 0.170 0.174 0.146 0.282 0.271 0.163
maxsem 0.241 0.161 0.269 0.246 0.253 0.264 0.285 0.355 0.189 0.175 0.237 0.224 0.174

unk(-) 0.138 0.078 0.374 0.282 0.237 0.139 0.160 0.333 0.156 0.072 0.057 0.065 0.046

Table 4: Pearson correlation between features and different automatic MT metrics and DA scores for domain adapted NMT
settings. Highest correlations with all the proposed approaches are in bold; find also in bold the best result between the two
baselines.

highly correlated with the averaged probabilities.
If we check the Pearson correlation for the domain
adapted examples, we observe correlations with
TP around 0.3 for maxsem and 0.4 for maxbow.
Our interpretation of this observation is that the
dependence exists. However, this does not imply
that the information to estimate quality contained
in each indicator is redundant, as it can be seen in
the performance difference between maxsem and
maxbow.

6 Second experiment and results:
Post-Editing segment prioritization

Given the previous results showing that maxsem
and unk can be considered consistent source QE
indicators for domain-adapted engines, we decide
to evaluate the impact in a production context
where the goal is to maximize the document-level
MT quality improvement by performing PE on a
small subset of segments only. The following ex-
periment uses both the indicators mentioned above
to prioritize the segments to be post-edited, and
compares the BLEU performance with other fea-
tures.

6.1 Settings

We conduct the experiment on En-It and En-De
in-domain sets where we have at our disposal, for
each source segment, the corresponding hypothe-
sis and reference as well as all the features from
the previous experiment along with MT metrics
and human annotations. For each QE indicator, we
plot the BLEU score after simulating PE on a se-
lected number of segments according to the corre-
sponding indicator. The K percentage of selected
segments corresponds to those with the K percent
”worse” scores. As an example, if we selected
10% of all segments with maxsem, we would post-
edit the top 10% segments with lowest similarity
scores. On the other hand, if we selected 20% of
the segments with unk, we would post-edit the top
20% segments with highest number of unknown
words on the source side.

Tested features We test maxsem and unk along
with the features used as benchmark in the first
experiment: (TP and COMETQE). Addition-
ally, we implement a selection method which
combines our two source approaches defined as
unk+maxsem which first selects segments based
on unk, and once all segments with at least one
unknown word have been selected for PE, it uses
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maxsem as the indicator for selection.

Benchmarks In order to understand the perfor-
mance of the different approaches, we create two
benchmarks. On the one hand, a lower bench-
mark defined as the theoretical random selection
where the segments are randomly selected for PE.
The values computed for that benchmark are an
average approximation of multiple random selec-
tions. On the other hand, an upper benchmark de-
scribed as BLEU selection, where we know be-
forehand which segments have the worse transla-
tions based on BLEU scores. We then use this in-
formation to choose the subset of segments to be
post-edited. Note that, although this benchmark
sets a high standard for the experiment, it can be
outperformed when you observe the resulting cor-
pus level BLEU score. This benchmark does not
consider segments length which are essential to
compute the corpus BLEU as the weighted aver-
age of segment BLEU scores.

6.2 Results and discussion

The results from this experiment can be seen in
Figure 1. Below we comment the results by fo-
cusing on the indicators proposed in this paper.
The unk indicator brings benefit when selecting
less than 30% of the segments. In other words,
this indicator can help to prioritize segments to
post-edit while there are segments with at least one
unknown word. When all this type of segments
has been post-edited, the remaining ones, with 0
unknown words, can only be selected randomly
since the indicator scores them equally. Despite
this weakness, we observe that, in the range of in-
terest, the BLEU gain provided by unk surpasses
any other indicator except COMETQE for En-It.
We can therefore assert that unk is an important
feature to select segments to post-edit in the first
stages, while segments with unknown words are
present.

The performance of maxsem can be described
in two ranges: [0%,40%] and [40%,100%]. In
the first range, maxsem is between the two worst
indicators. In fact, in En-De it only outperforms
TP, while for En-It our proposed feature provides
the lowest improvement closely behind TP. Addi-
tionally, there is a common trend in this range for
both language pairs where the gain provided over
the baseline monotonously increases. In the sec-
ond range, the BLEU gain provided by the indi-
cator remains globally constant at the maximum

value reached in the first range and has a competi-
tive performance compared to other indicators us-
ing hypothesis information: for En-De it outper-
forms COMETQE and competes with TP, while
for En-It it is better than COMETQE, but behind
TP. Finally, the heuristic indicator unk+maxsem

can be seen as the best technique to approach the
upper benchmark. For En-De, the method consis-
tently outperforms all the other indicators for ev-
ery selected amount. For En-It, the BLEU gain
provided by this method is only outperformed by
COMETQE for the first 40% segments. Above
that threshold, our combined approach outper-
forms any other indicator. These results are not a
surprise given the previous observations made on
each source QE indicator. In the first range, the
poor performance of maxsem is compensated with
the benefits from unk. While in the second range,
our approach wins thanks to the advantages given
by maxsem, leading to high and constant BLEU
gain.

7 Business Implementations

There are many scenarios in which this feature
could be useful in production, for a Language Ser-
vice Provider. While we briefly mentioned quite a
few ideas in this paper, we would now like to fo-
cus on the implementation that we believe would
bring the biggest benefit to the client. If we used
unk+maxsem to identify a fixed amount of mostly
challenging segments, by looking at the source
only, and decided to post-edit only this sample of
potentially incorrect segments, the client could get
a dramatic improvement in the quality of the con-
tent translated with a little effort. By knowing the
budget of the client for translating a document,
we could estimate the number of words that can
be post-edited with that budget and the extent of
the improvement we could get. Let’s assume that
the client has budget (or time) only to post-edit the
10% of the document. In a traditional scenario, the
client would probably rather have raw MT on ev-
erything, prioritize post-editing only on those part
of the content (if any) that get more visibility, or
even worse, post-edit only some randomly selected
chunks of text. Conversely, by using these indi-
cators, we could aim at performing post-editing
only on the top 10% segments that we know have a
higher probability of containing issues. Similarly,
if the client has no fixed budget or turnaround time,
but is trying anyway to save as much money and
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(a) En-De BLEU evolution (b) En-De BLEU gain over
random selection

(c) En-It BLEU evolution (d) En-It BLEU gain over ran-
dom selection

Figure 1: PE selection strategy comparison showing: competitive results for unk on the first 30-40% of selected segments for
PE, and maxsem for larger selections; superiority of unk+maxsem for En-De and competitive results for En-It.

time as possible, we could recommend that they
do PE only on that percentage of segments which
could increase BLEU. This estimation would help
them publish their content more quickly, because
part of it would not need any human intervention
and would enable linguists to focus only on what
really needs to be fixed. Also, while there might
of course still be errors in the MT output that do
not get reviewed, this approach gives clients with
budgetary constraints a focused way to spend and
some certainty that the worst segments will not
reach the reader.

8 Conclusions

In this paper, we offered a new approach to un-
supervised segment-level QE for NMT systems by
only evaluating the source segment with the help of
NMT training data. By using sentence transform-
ers and bag of words methods, we transformed all
the segments into vectors and computed the maxi-
mum semantic and string similarity. These scores,
along with a feature counting the number of un-
known words for the NMT system, seem to con-
tain relevant information for estimating the transla-
tion quality at a character, token, semantic, fluency
and adequacy levels before producing the trans-
lation. The results were comparable to other QE
techniques using NMT hypothesis or probabilities.

Moreover, we analyzed how the different indica-
tors can heuristically help prioritize segments for
PE. On the one hand, the unknown words count
is an insightful indicator to select the very first
segments to prioritize by choosing segments with
one or more unknown words. On the other hand,
the maximum semantic similarity is advantageous

when the PE task can be applied to more than 40%
of the segments. As a result, the combination of
both indicators to select segments for PE led to the
highest BLEU gains above all the QE indicators in
most data selection settings.

Our work opens the door to new perspectives
in QE. Firstly, we know that the source QE fea-
tures presented are just a small sample of many
other indicators that could be computed to com-
pare a source segment to the NMT training data.
Nevertheless, this paper highlights the importance
of looking back to the training data to evaluate
how easily and accurately a segment can be trans-
lated by a NMT system. Consequently, as it hap-
pened with glass-box features in the last WMT QE
task, we think that future research on QE super-
vised models should incorporate these features or
any other information that compares the data to be
translated against the engine training data.
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Findings of the WMT 2020 shared task on quality
estimation. Association for Computational Linguis-
tics

Specia, Lucia and Blain, Frédéric and Fomicheva, Ma-
rina and Zerva, Chrysoula and Li, Zhenhao and
Chaudhary, Vishrav and Martins, André 2021. Find-
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