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Abstract
“Who said what” is essential for human users to understand video streams that have more than
one speaker, but conventional simultaneous interpretation (SI) systems merely present “what
was said” in the form of subtitles. Because translations unavoidably have delays and errors,
users often find it difficult to trace the subtitles back to speakers. Therefore, we propose a
multimodal SI system that explicitly presents users “who said what” – translation annotated
with the textual tags and face icons of speakers.

Speaker recognition requires heavy computation which poses a big challenge to implementing
our proposed system especially given the real-time characteristics of SI. We integrate multi-
modal speaker recognition with online sentence-based SI to meet this challenge as follows.
First, our system employs automated speech recognition and online sentence segmenter to seg-
ment video streams into video clips each of which contains one sentence. Next, our system
recognizes the speaker in each video clip using active speaker detection, voice embeddings
and face embeddings; in the meantime, it translates the sentence into target language in the
meantime. In the end, our system presents users both the translation and the speaker of each
sentence.

Our method has two major merits. First, speaker recognition is performed per video clip, so
GPUs can have enough input data to produce large batches and run efficiently. Second, speaker
recognition is synchronized with machine translation, so no extra latency is introduced. As a
result, our demo system is capable of interpreting video streams in real-time on a single desktop
equipped with two Quadro RTX 4000 GPUs.

In addition, we full respect the privacy of users. Our system aims at distinguishing differ-
ent speakers appearing in a video stream rather than figuring out the real name or identity of
speakers in the physical world. As a side merit, our system requires no prior knowledge of
speakers.

1 Introduction

Automated simultaneous interpretation (SI) is promising for facilitating real-time cross-lingual
communication. Video streams have become a most popular form of communication nowadays
because of the blossom of smart phones, video sites, chat apps and so on. Therefore, there is an
increasing trend towards applying SI to video streams.
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Figure 1: User Interface of Multimodal Simultaneous Interpretation

Spoken language such as conversations, discussions and debates are common in video
streams where two or more speakers are involved. Working out “who said what” is a natu-
ral path for people to understand these video streams. However, when applying conventional
SI, users are merely presented “what was said”, that is, the translation of the transcripts from
speech recognition. Therefore, users must guess who the speaker of the source utterance of
each translation was. Given the following facts between the source utterances and translations,

• uncertain delays in the timeline;

• mismatch in length due to different languages;

• speech recognition errors;

• translation errors;

• speaking too fast;

• . . .

users often become exhausted or even desperate in working out the speaker of each translation.
To address this problem, this paper presents a novel multimodal SI system that presents

users “who said what” from video streams. As illustrated by Figure 1, in the graphic user
interface of our system, each record consists of the translation of an utterance which indicates
“what was said”; a speaker tag, e.g., spk 0 , spk 1 , and a face icon which indicates “who said”.
Users will be able to understand the video streams easily through reading these records.

The main challenges for us to build the proposed multimodal SI system are

1. How to recognize speakers from video streams?

2. How to maintain low latency for interpretation?

To solve the first challenge, we develop a speaker predictor (SP). SP creatively adapts a mul-
timodal speaker recognition approach that combines voice embedding (Li et al., 2017), face
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I work well under pressure
wonderful
and what would you say are some of your

weaknesses
one of my biggest weaknesses is asking for

help when I need it .
I ’d like to do better at that
I appreciate your honesty mister wang
what can you tell me about some of your

goals over the next few years
my primary goal is to gain more work expe-

rience
so a position like this would help me meet

that goal
I ’d also like to learn more about the different

aspects of banking
I think those goals are very smart

(a) Plain Translations

spk0 : I work well under pressure
spk1 : wonderful
spk1 : and what would you say are some of your

weaknesses
spk0 : one of my biggest weaknesses is asking for

help when I need it .
spk0 : I ’d like to do better at that
spk1 : I appreciate your honesty mister wang
spk1 : what can you tell me about some of your

goals over the next few years
spk0 : my primary goal is to gain more work expe-

rience
spk0 : so a position like this would help me meet

that goal
spk0 : I ’d also like to learn more about the different

aspects of banking
spk1 : I think those goals are very smart

(b) Translations annotated with speakers

Figure 2: Comparison of Readability of Translations with and without Speaker Annotations

embedding (Schroff et al., 2015) and active speaker detection (Roth et al., 2019). To solve the
second efficiency challenge, we synchronize all the heavy multimodal computation with the
sentence-based interpretation (Wang et al., 2019) so that neural networks can run efficiently on
GPUs through processing large batches as input.

The rest of this paper is organized as follows. First, Section 2 describes the user interface
of our system. Then, Section 3 presents the architectures of sentence-based multimodal SI and
multimodal speaker recognition. Next, Section 4 describes the implementation of each module
in detail. After that, Section 5 briefly analyzes the real-time capability of our system. Further-
more, Section 6 compares our system with related works on multimodal machine translation.
Finally, Section 7 concludes this paper with a description on future works.

2 User Interface

The user interface of our system is split into two parts as illustrated by Figure 1. The input
video stream is displayed in the left part of the window, below which translations are presented
in the conventional way as subtitles. The main output of our SI system is displayed in the right
part of the window which consists of speaker tags, face icons and translations.

Speaker Tags are texts that follow the pattern of spk n , such as spk 0 and spk 1 , where n is
a number assigned to each physical speaker based on the order of his or her appearance
in video streams. Because these tags are plain texts, in addition to being shown in the
graphic user interface, they can also be used to generate textual transcripts for review or
post-editing. Speaker annotations can greatly improve the readability of the transcripts as
illustrated by Figure 2.

Face Icons are the face shots of the speakers when they are saying the corresponding utter-
ances. These face icons have two merits. First, they allow users to double check whether
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Figure 3: System Architecture

the speaker tags are correct or not. Second, they allow users to predict the sentiments of
the utterances from the facial expressions of the speakers.

Translations are translated sentences. Our system performs sentence-based simultaneous in-
terpretation. Instead of waiting for a speaker to finish speaking, it detects the event that
the speaker has finished a sentence (Wang et al., 2016b). Then our system translates that
sentence and displays it to users.

3 System Architecture

Our system consists of an automatic speech recognition (ASR) engine, a sentence segmenter, a
speaker predictor and a translator as illustrated by Figure 3). Blue rectangles represent modules
and red rounded rectangles represent data examples. Arrows show the direction of data flow.

The system takes a video stream as input, and generates the speaker tags, face icons and
translations in an online manner. The system accomplishes this multimodal simultaneous inter-
pretation task in four steps as follows.

1. The ASR engine receives audio signals from the video stream and convert it a word stream.
The word stream consists of words and their time stamps. For example, “i’m (0.5s)” means
that the word “i’m” appears at the 0.5 seconds of the video stream.

2. The sentence segmenter splits the word stream into source-language sentences. Each sen-
tence consists of a text and a temporal range. For example, the first sentence is “i’m smith”
with a temporal range of 0.4 seconds to 1.0 seconds.

3. The speaker predictor first extracts a clip from the video stream following the temporal
range of each sentence, and then recognizes the active speaker, that is, the person who is
speaking in the clip. The active speaker is assumed to say the corresponding sentence.
Each active speaker is presented by a textual tag and a face icon.

4. The translator translates the text of each sentence into target-language, which is a standard
machine translation task. For example, “i’m smith” is translated into a Japanese one.
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Figure 4: Speaker Predictor Architecture

3.1 Speaker Predictor
The speaker predictor is more complicated than the other three modules, which further consists
of an active speaker detector, a face encoder, and a voice encoder (Figure 4). In addition, an ad-
hoc database named speaker history contains the face embedding vectors and voice embedding
vectors of the speakers who have appeared in the current video stream.

The speaker predictor takes a video clip as input and generates the speaker tags and face
icons as output. The speaker prediction task is accomplished as follows,

1. The active speaker detector recognizes the person who is speaking in the video clip. A face
icon of the active speaker is extracted to represent the prediction result.

2. The face encoder converts the face icon into a face embedding vector, noted as vf .

3. The voice encoder converts the audio of the video clip into a voice embedding vector, noted
as va.

4. The database of speaker history is searched for the speaker that best matches the face and
voice embedding vectors, noted as spkx, with a matching score, formulated as,

x = argmax
x

cos(vf , v
x
f )

+ cos(va, v
x
a) (1)

where vxf and vxa is the face and voice embedding vectors of the speaker x, cos means
cosine similarity.

5. The matching score is compared with a predefined threshold. If the matching score exceeds
the threshold, the current speaker will be predicted as spkx.

6. If the matching score is lower than the threshold, the current speaker will be treated as a
new speaker. A new tag spk (n+1) will be assigned, where n is the number of appeared
speakers. In addition, the new tag together with the face and voice embedding vectors will
be added into the database of speaker history
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Figure 5: Senentence Segmenter

3.2 Sentence Segmenter
The sentence segmenter adopts a sequence labelling architecture (Figure 5). The input of word
stream is viewed as a sequence of time stamps timek and features featk0 . . . featkn−1 which
represent the k-th word.

The sentence segmenter calculates a segmentation confidence score as,

scoreseg(k) = Fseg(feat
0
0, · · · , feat0n−1,

· · · , featk+K
0 , · · · , featk+K

n−1 ) (2)

where scoreseg(k) means the confidence of segmenting after the k-th word, Fseg repre-
sents a scoring model, and K is the size of right context,

Our system employs two features to represent a word as illustrated by Figure 5. One is the
surface text of the word, and the other is the duration of the speaker pause after the word. The
implementation of the scoring model is presented in Section 4.2.

The segmentation scores are compared with a predefined threshold. If scoreseg(k) exceeds
the threshold, a segment will be produced from time0 to timek+1. After that, the segmenter
module will be reset to process the remaining words that start from timek+1.

4 System Implement

4.1 Automated Speech Recognition
The ASR module is required to be not only accurate but also low-latency due to the real-time
characteristic of the simultaneous interpretation task (Wang et al., 2016b; Novitasari et al., 2019;
Nguyen et al., 2020). Our current solution is the streaming convolution model proposed by
Pratap et al. (2020) 1. We are aware that state-of-the-art speech recognition models are trans-
formers (Likhomanenko et al., 2021) and conformers (Gulati et al., 2020). They are more
accurate than convolution models, but they typically operate on audio segments instead of au-
dio streams. Adapting transformers and conformers to the input of audio streams is a trending
topic (Moritz et al., 2020; Tsunoo et al., 2020; Chen et al., 2021). We are paying close attention

1https://github.com/flashlight/wav2letter/tree/main/recipes/streaming_

convnets
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to this field, and plan to upgrade our system when matured streaming transformer or conformers
are available.

4.2 Sentence Segmenter
The sentence segmenter module segments word stream into sentences in an online manner (Stol-
cke et al., 1998; Sridhar et al., 2013; Wang et al., 2016a, 2019; Iranzo-Sánchez et al., 2020; Li
et al., 2021; Wicks and Post, 2021; Gravellier et al., 2021).

Because large-scale supervised training corpora for the sequence labelling problem of sen-
tence segmentation (Section 3.2) are not publicly available, we manually craft the scoring model
for sentence segmentation as

scoreseg(k) = scoreRNN (w0, · · · , wk+K)

+αpause(k) (3)

where scoreRNN is the segmentation score from the RNN-based model proposed by Wang
et al. (2019) 2, pause(k) is the duration of speaker pause after the word w measured in seconds,
and α is a manually tuned weight.

4.3 Translator
The translator module translates one source-language sentence into one target-language sen-
tence, which is a standard machine translation task (Brown et al., 1993; Zens et al., 2002;
Chiang, 2005; Bahdanau et al., 2014). We employ our in-house machine translation system as
the translator module. The machine translation system is publicly accessible through a Web
API 3.

4.4 Active Speaker Detector
The active speaker detector module recognizes who is speaking in a visual scene from one or
more candidates (Roth et al., 2019; Kim et al., 2021). Active speaker detection is an emerging
research topic (Chakravarty et al., 2016; Chung, 2019; Zhang et al., 2021; Tao et al., 2021;
Köpüklü et al., 2021; León-Alcázar et al., 2021). Our system adopts the end-to-end multimodal
(video and audio) active speaker detection framework proposed by Roth et al. (2019) because of
the trade-off between accuracy and efficiency. The framework first employs 3-D convolutional
neural networks to convert visual and audio into embedding vectors, and then concatenates the
embedding vectors to make predictions.

4.5 Face Encoder
The face encoder module converts face images into embedding vectors, the similarity of which
directly corresponds to a measure of face similarity (Schroff et al., 2015). For our application,
the face encoder is highly demanding on efficiency as simultaneous interpretation is a real-
time task, while less demanding on accuracy as the encoder only needs to distinguish a small
number of people that appear in a same video stream. Therefore, our face encoder is a middle-
sized model of Resnet50 (He et al., 2016) which is trained on the dataset of labeled faces in the
wild (LFW) (Huang et al., 2008) using the triplet loss proposed by Schroff et al. (2015).

4.6 Voice Encoder
The voice encoder module converts audio utterances into embedding vectors, the similarity of
which corresponds to a measure of voice similarity. Voice encoder is related to the task of
speaker verification which aims at verifying the identity of a person from the characteristics of

2https://github.com/arthurxlw/cytonNss
3https://mt-auto-minhon-mlt.ucri.jgn-x.jp/
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Module Workload
ASR 45.0%
Sentence Segmenter 0.2%
Translator 2.2%
Speaker Predictor 10.4%

Table 1: Workload Percentage of Each Module. The lower the better.

his or her voice (Li et al., 2017; Chung et al., 2018; Wan et al., 2018; Nagrani et al., 2020).
Our voice encoder is a pretrained Resnet34 model released in (Chung et al., 2020; Heo et al.,
2020)4.

5 Real-time Capability

Our SI system employs a parallel pipeline to integrate the main modules to meet the real-time
requirement. We estimate the real-time capability of each module using workload percentage,
which is calculated as,

Trunning

Trunning + Tidle
× 100%, (4)

where Trunning and Tidle are running and idle durations respectively.
Table 1 shows that the workload percentages of all the modules are below 100% thus our

system is fully capable of interpreting video streams in real-time.

6 Related Works

Multimodal machine translation – the task of doing machine translation with multiple data
sources – is a trending topic (Specia et al., 2016; Di Gangi et al., 2019; Sanabria et al., 2018). A
large volume of research effort has been dedicated to improving the translation quality through
drawing information from modalities other than text (Sulubacak et al., 2019; Hirasawa et al.,
2019; Lin et al., 2020; Yao and Wan, 2020; Mitzalis et al., 2021).

Our interpretation system approaches the task of multimodal machine translation from a
different angle. Imaging when interpretating a video stream, the visual contents of the video
stream will mainly fall into two categories,

1. the speakers;

2. the subjects of the speeches.

Our interpretation system focuses on the first category. It recognizes the speaker of each utter-
ance, and then annotates the translation with the speaker, so that users can better understand the
video stream despite translation latencies and errors. In contrast, the related works focus on the
second category of contents so that users can get better translations.

Nevertheless, our interpretation system and the related works on multimodal machine
translation are complement with each other. Integrating our system with the related works
will lead to very effective interpretation systems which can generate both well-annotated and
high-quality translations from video streams.

4https://github.com/clovaai/voxceleb_trainer
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7 Conclusion

In this paper, we propose an automated multimodal simultaneous interpretation system to im-
prove the user experience on interpreting video streams, and build an efficient implementation
based on the sentence-based interpretation.

Our system has been tested on various video streams. The system works very well on some
of the video streams and produces high-quality translations which are correctly annotated with
the tags and face icons of speakers.

However, our system performs poorly on some video streams which have difficult
speeches. When the speech is not clear enough for the ASR module to generate decent tran-
scripts, the sentence segmenter will fail to produce sensible sentences, and then the whole sys-
tem will perform poorly. Therefore, in the future, we plan to address this problem through
adding more audio and visual features into the sentence segmenter and the translator to improve
the robustness of our system.

Ethic

Our proposed simultaneous interpretation system fully respects users’ privacy. The system is
designed not to figure out the real name or identity of speaker in the physical world. Instead,
speakers are only given plain tags such as spk 0 and spk 1 to distinguish from each other.

As a result, our simultaneous interpretation system requires no prior knowledge of speak-
ers. It only collects the necessary information to distinguish speakers when performing inter-
pretation tasks. The collected information will be erased when the tasks finish.
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