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Abstract

Lexical substitution is the task of generating
meaningful substitutes for a word in a given
textual context. Contextual word embedding
models have achieved state-of-the-art results in
the lexical substitution task by relying on con-
textual information extracted from the replaced
word within the sentence. However, such mod-
els do not take into account structured knowl-
edge that exists in external lexical databases.

‘We introduce LexSubCon, an end-to-end lex-
ical substitution framework based on con-
textual embedding models that can identify
highly-accurate substitute candidates. This
is achieved by combining contextual informa-
tion with knowledge from structured lexical
resources. Our approach involves: (i) intro-
ducing a novel mix-up embedding strategy to
the target word’s embedding through linearly
interpolating the pair of the target input embed-
ding and the average embedding of its probable
synonyms; (ii) considering the similarity of the
sentence-definition embeddings of the target
word and its proposed candidates; and, (iii) cal-
culating the effect of each substitution on the
semantics of the sentence through a fine-tuned
sentence similarity model. Our experiments
show that LexSubCon outperforms previous
state-of-the-art methods by at least 2% over all
the official lexical substitution metrics on LS07
and CoInCo benchmark datasets that are widely
used for lexical substitution tasks.

1 Introduction

Lexical Substitution (McCarthy and Navigli, 2007)
is the task of generating appropriate words which
can replace a target word in a given sentence with-
out changing the sentence’s meaning. The in-
creased research interest in Lexical Substitution is
due to its utility in various Natural Language Pro-
cessing (NLP) fields including data augmentation,
paraphrase generation and semantic text similarity.

Contextual word embedding models (such as
ELMo (Peters et al., 2018) and BERT (Devlin et al.,

2019)) have achieved state-of-art results in many
NLP tasks. These models are usually pre-trained on
massive corpora and the resulting context-sensitive
embeddings are used in different downstream tasks
(Howard and Ruder, 2018). Zhou et al. (2019) have
achieved state-of-the-art results on the lexical sub-
stitution task by improving the BERT’s standard
procedure of the masked language modeling task.
However, the current state-of-the-art contextual
models have yet to incorporate structured knowl-
edge that exists in external lexical database into
their prediction process. These lexical resources
could boost the model’s performance by providing
additional information such as the definitions of
the target and candidate words (in order to ensure
that the candidate word is semantically similar to
the target word and not only appropriate for the
sentence’s context) or by enriching the proposed
candidate word list so it will not only be based on
the vocabulary of the contextual model.

In this paper, we present and publicly release!
a novel framework for the lexical substitution
task. Specifically, (i) we are the first, to the best
of our knowledge, to propose a novel mix-up
embedding strategy that outperforms the previ-
ous state-of-the-art strategy of word embedding
dropout for the input embedding of the target word
in a contextual model (Zhou et al., 2019) for the
task of predicting accurate candidate words; (ii) we
propose the combined usage of features from con-
textual embedding models and external lexical
knowledge bases in order to determine the most ap-
propriate substitution words without modifying the
meaning of the original sentence, such as introduc-
ing a new gloss (definition) similarity metric which
calculates the similarity of the sentence-definition
embeddings of the target word and its proposed
candidates; (iii) we generate a highly accurate fine—
tuned sentence similarity model by taking advan-
tage of popular data augmentation techniques (such

"https://github.com/gmichalo/LexSubCon
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as back translation), for calculating the effect of
each candidate word in the semantics of the original
sentence; and, (iv) finally, we show that LexSub-
Con achieves state-of-the-art results on two popular
benchmark lexical substitution datasets (McCarthy
and Navigli, 2007; Kremer et al., 2014).

2 Related Work

The lexical substitution task consists of two sub-
tasks: (i) generating a set of meaning preserving
substitute candidates for the target word and (ii) ap-
propriately ranking the words of the set by their
ability to preserve the meaning of the initial sen-
tence (Giuliano et al., 2007; Martinez et al., 2007).
However, lexical substitution models can also be
tested in a “simpler” problem where the set of sub-
stitute candidates is composed of human-suggested
words and the task is to accurately rank the substi-
tute words that are provided (Erk and Padé, 2010).
The authors in (Melamud et al., 2015b) pro-
posed the use of a word2vec model which utilizes
word and context embeddings to represent the tar-
get word in a given context. Their model ranked
the candidate substitutions by measuring their em-
bedding similarity. In (Melamud et al., 2016) the
context2vec model was introduced where the con-
text representation of the word was calculated by
combining the output of two bidirectional LSTM
models using a feed-forward neural network.
Peters et al. (2018) introduced contextualized
word embeddings in a bidirectional language model
(ELMo). This allowed the model to change the em-
bedding of a word based on its imputed meaning
which is derived from the surrounding context. Sub-
sequently, Devlin et al. (2019) proposed the Bidi-
rectional Encoder Representations from Transform-
ers (BERT) which uses bidirectional transformers
(Vaswani et al., 2017) to create context-dependent
representations. The authors in (Gari Soler et al.,
2019) used ELMo in the lexical substitution task by
calculating the cosine similarity between the ELMo
embedding of the target word and all the candidate
substitutes. In addition, Zhou et al. (2019) achieved
state-of-the-art results on the lexical substitution
task by applying a dropout embedding policy to
the target word embedding and by taking into ac-
count the similarity between the initial contextual-
ized representation of the context words and their
representation after replacing the target word by
one of the possible candidate words. An analysis
of state-of-the-art contextual model on the lexical

substitution task was presented in (Arefyev et al.,
2020).

Finally, external knowledge from knowledge
bases has been used to enhance the performance of
deep learning models. Sense-BERT (Levine et al.,
2020) was pre-trained to predict the semantic class
of each word by incorporating lexical semantics
(from the lexical database WordNet (Miller, 1995))
into the model’s pre-training objective. Further-
more, Faruqui et al. (2015) and Bahdanau et al.
(2017) used external knowledge (namely WordNet)
in order to enhance word embeddings and to create
more accurate representations of rare words.

3 LexSubCon Framework

In the lexical substitution task, a model aims to
firstly generate a set of candidate substitutions for
each target word and secondly to create an appropri-
ate ranking of the elements of the candidate set. In
addition, there are two main conditions for a lexical
substitute model to satisfy: (i) to be semantically
similar to the target word and (ii) and to be compat-
ible with the given context (sentence) (Melamud
et al., 2015b). We present the LexSubCon frame-
work which achieves state of the art results on the
lexical substitution task by combining contextual
information with knowledge from structured exter-
nal lexical resources.
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Figure 1: LexSubCon framework

The architecture of LexSubCon is depicted in
Figure 1. The key characteristic of LexSubCon is
its capability of unifying different substitution crite-
ria such as contextualized representation, definition
and sentence similarity in a single framework in
order to accurately identify suitable candidates for
the target words in a specific context (sentence).

3.1 Proposed Score: Mix-Up Embedding
Strategy

The standard BERT architecture (Devlin et al.,
2019) can be used in the lexical substitution task by
masking the target word and letting the model to
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propose appropriate substitute candidates that pre-
serve the initial meaning of the sentence. Zhou et al.
(2019) argued that applying embedding dropout to
partially mask the target word is a better alternative
than masking the whole word. This is because the
model may generate candidates that are semanti-
cally different but appropriate for the context of the
initial sentence. Their experiments showed that this
policy is indeed more beneficial than completely
masking, or not masking, the target word.

However, in this paper we demonstrate that a
mix-up embedding strategy can yield even better
results. The main disadvantage of dropout em-
bedding is that it sets random positions in the em-
bedding vector of the target words to zero. We
propose that by using external knowledge, we can
obtain probable synonyms of the target word and
use that knowledge in a mix-up scenario (Zhang
et al., 2018) through linearly interpolating the pair
of the target input embedding and the average em-
bedding of its synonyms. This allows the model
to generate a new synthetic input embedding by re-
positioning the target embedding around the neigh-
borhood of the embedding of its synonyms. In
order to obtain appropriate synonyms we use Word-
Net (Miller, 1995) which is an extensive lexical
database where words are grouped into sets of syn-
onyms (synsets). In our experiments, the best per-
formance was achieved when the list of synonyms
was extracted from the complete set of synsets for
each word as it minimizes the chance of having
a synonym set that only includes the target word
itself.

Finally, we use a mix-up strategy to calculate a
new input embedding for the target word X/
as shown in equation 1:

arget

X}Zarget - )‘Xtm"gd + (1 - )\)Xsynonyms (1)
Where Xiqrget 1s the initial input embedding of the
target word, Ysynonym s 1s the average embedding
of all the synonyms. It should be noted that Word-
net does not contain information about some words,
such as pronouns, conjunctions, or nouns that are
not commonly used in the English vocabulary. To
address this limitation, whenever a target word can-
not be found in the WordNet database, we replace
the mix-up strategy by injecting Gaussian noise to
the input embedding of the target word. This pro-
duces a similar effect as the mix-up strategy since
the target embedding is re-positioned around itself
in the embedding space (equation 2):

’

Xtarget - Xtarget + € (2)

where e is a Gaussian noise vector with components
ei ~ N (pi, 7).

We use the BERT architecture to calculate the
proposal score for each candidate. The input em-
bedding vectors pass through multiple attention-
based transformer layers where each layer produces
a contextualized embedding of each token. For
each target word z, the model outputs a score vec-
tor y; € RP, where D is the length of the model’s
vocabulary. We calculate the proposal score s,
for each candidate word x., using the score vector
1y of the BERT’s language modeling process, as
the probability for the BERT model to propose the
word . over all the candidates words z/, when the
target word’s sentence is provided as input to it:

exp(y[zc))

P = ety

3.2 Gloss-Sentence Similarity Score

In the previous section, we analyzed our model
which ranks candidate substitute words by calcu-
lating their individual proposal scores. However,
Zhou et al. (2019) and Arefyev et al. (2020) showed
that the proposal score does not provide sufficient
information about whether the substitute words will
modify the sentence’s meaning. Thus, in this sec-
tion, we present a new metric which ranks the can-
didate words by considering the gloss (a dictionary-
style definition) of each word. By extracting the
appropriate information from the Wordnet database,
a list of potential glosses is created for each target
or candidate word. In addition, we can determine
the most appropriate gloss based on the word and
its specific context (sentence) by taking advantage
of recent fine-tuned contextual models that have
achieved state-of-the-art results in the Word Sense
Disambiguation (WSD) task (Huang et al., 2019).
As the glosses are sentences (sequence of words)
they can be represented in a semantic space through
a sentence embedding generating model. A ranking
of each candidate word is produced by calculating
the cosine similarity between the gloss sentence
embedding of the target word and the gloss sen-
tence embedding of each candidate word.

There are many methods for generating sentence
embeddings, such as calculating the weighted aver-
age of its word embeddings (Arora et al., 2017).
We select the sentence embeddings of the stsb-
roberta-large model in (Reimers and Gurevych,
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2019) which has been shown to outperform other
state-of-the-art sentence embeddings methods.
Given a sentence s, a target word x; and a can-
didate word z., our model first identifies the most
appropriate gloss g; for the target word given its
context. After replacing the target word with the
candidate z.. to create a new sentence s’, the most
appropriate gloss g. for the candidate word is also
determined. A gloss-similarity score s, for each
candidate is then calculated as the cosine similarity
between the two glosses-sentences embeddings.

sq(xe) = cos(gt, ge) (4)

3.3 Sentence Similarity Score

We also chose to calculate the effect of each substi-
tution in the semantics of the original sentence by
calculating the semantic textual similarity between
the original sentence s and the updated sentence s’
(a sentence where we have replaced the target word
with one of its substitutions).

In order to accurately calculate a similarity score
between s and s’, we fine-tune a semantic textual
similarity model based on the stsb-roberta-large
model (Reimers and Gurevych, 2019) by using the
training portion of the dataset in order to create
pairs of sentences between the original sentence
and an updated sentence where we have substitute
the target word with one of its proposed candidates.
Using the methods that we described in section
3.2, we can identify the most appropriate synset
(from WordNet) for each target word and create a
new pair of sentences between the original sentence
and an updated sentence where we have updated
the target word with the synonyms of the previous
mentioned synset. However, due to the limited
size of the training dataset, our model is still not
provided with enough training data in order to be
fully fine-tuned.

This is the reason why we employ a data augmen-
tation technique in order to produce the examples
needed for this task. Specifically, we create a back-
translation mechanism in order to generate artificial
training data. Back-translation or round-trip trans-
lation is the process of translating text into another
language (forward translation) and then translating
back again into the original language (back transla-
tion) (Aiken and Park, 2010). Back-translation has
been used in different tasks in order to increase the
size of training data (Sennrich et al., 2016; Aroye-
hun and Gelbukh, 2018). In our case, we provide

to the back-translation module the initial sentence
s and it produces a sightly different ‘updated’ sen-
tence s.,. For the s/, sentences that still contain
the target word we can create pair of sentences be-
tween the s/, and an alternative version of the s,
sentence (s]/) where the target word is substituted
with one of the candidate words or synonyms that
we mentioned in the above paragraph. The main
disadvantage of this techniques is that it may return
the same initial sentence without any changes. In
this case, we add a second translation level where
the initial sentence is translated into two different
languages before being translated back.

3.4 Candidate Validation Score

In our experiments we have also included the sub-
stitute candidate validation metric from (Zhou et al.,
2019) as it has been shown to have a positive affect
on the performance of a lexical substitution model.
The substitute candidate validation metric is repre-
sented as the weighted sum of the cosine similari-
ties between the contextual representation of each
token in the initial and in the updated sentence
where the weight of the cosine similarity of the
token 7 is calculated as the average self-attention
score of all heads in all layers from the token of
the target word to token 7. As mentioned in (Zhou
et al., 2019), this metric evaluates the influence of
the substitution on the semantic of the sentence.

Finally, LexSubCon uses a linear combination
of the above mentioned features to calculate the
final score for each candidate word.

3.5 Candidate Extraction

The candidates for each target word are extracted
using the external lexical resource of WordNet
and the BERT-based lexical substitution approach
where the model provides probabilities for each
candidate based on the context (sentence). We cre-
ate a list of candidates based on the synonyms, the
hypernyms, and hyponyms of each target word that
could be identified in WordNet. In addition, we in-
clude in the list the candidate words with the higher
probability that could be identified using the mix-
up strategy that we described in section 3.1. We
chose to include candidates from WordNet because
we do not want our model to only include candi-
dates words from the BERT vocabulary and we
also include candidates words from a BERT-based
model because target words may not be included
in WordNet.
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4 Experiments

4.1 Dataset

We evaluate LexSubCon on the English datasets
SemEval 2007 (LS07)2 (McCarthy and Navigli,
2007) and Concepts-In-Context (CoInCo)? (Kre-
mer et al., 2014) which are the most widely used
datasets for the evaluation of lexical substitution
models. (i) The LSO7 dataset is split into 300 train
and 1710 test sentences where for each of the 201
target words there are 10 sentences (extracted from
http://corpus.leeds.ac.uk/internet.html). The gold
standard was based on manual annotation where
annotators provided up to 3 possible substitutes.
(i1) The CoInCo dataset consists of over 15K tar-
get word instances (based on texts provided in the
Open American National Corpus) where 35% are
training and 65% are testing data. Each annotator
provided at least 6 substitutes for each target word.
Our experiments with all datasets are consistent
with their intended use, as they were created for
research purposes. We manually investigate the
existence of information that names individuals or
offensive content, however, we did not find any
indication of either of them.

In order to have a fair comparison with the pre-
vious state-of-the-art models, for both datasets we
used their processed versions as used in (Melamud
et al., 2015b, 2016).

4.2 Experimental Setup

LexSubCon was evaluated in the following varia-
tions of the lexical substitution tasks:
All-ranking task: In this task no substitution
candidates are provided. We use the official metrics
that the organizers provided in the original lexical
substitution task of SemEval-2007 4. These were
best and best-mode which validate the quality of the
model’s best prediction and both oot (out-of-ten)
and oot-mode to evaluate the coverage of the gold
substitute candidate list by the 10-top predictions.
We also use Precision@]1 to have a complete com-
parison with the model in (Zhou et al., 2019).
Candidate ranking task: In this task the list of
candidates are provided and the goal of the model
is to rank all the candidate words. For the candi-
date ranking task we follow the policy of previous
works and construct the candidate list by merg-
ing all the substitutions of the target lemma and

Zlicense: https://tinyurl.com/semeval-license
*license: CC-BY-3.0-US
*www.dianamccarthy.co.uk/files/task 10data.tar.gz

POS tag over the whole dataset. For measuring the
performance of the model we use the GAP score
(Kishida, 2005)° which is a variant of the MAP
(Mean Average Precision). Following (Melamud
et al., 2015b), we discard all multi-words from the
gold substitutes list and remove the instances that
were left with no gold substitutes.

We use the uncased BERT large model (Devlin
et al., 2019) for the calculation of the proposal
score and candidate validation score. For the identi-
fication of the most appropriate glosses we employ
the pre-trained model in (Huang et al., 2019) which
has achieved the state-of-the-art results in the Word
Sense Disambiguation (WSD) task. Finally, the
sentence-similarity metric is computed by fined-
tuning the stsb-roberta-large model in (Reimers and
Gurevych, 2019) and by employing the OPUS-MT
models (Tiedemann and Thottingal, 2020) (namely
opus-mt-en-romance, opus-mt-fr-es and opus-mt-
romance-en) for the creation of the back-translated
sentences.

We use the LSO07 trial set for training the sen-
tence similarity metric model (for 4 epochs) and
for fine-tuning the parameters of our framework
based on the best score. Empirically, the A parame-
ter of the mix-up strategy was set to 0.25 and the
weights to 0.05,0.05, 1, 0.5 for the proposal score,
gloss-sentence similarity score, sentence similarity
score and candidate validation score respectively
(with the search space for all the parameters be-
ing [0,1]%). Finally, for the Gaussian noise we
choose a mean value of 0 and standard deviation
0.01. We propose 30 candidates for each target
word. In order to achieve more robust results, we
run LexSubCon on five different (random) seeds
and we provide the average scores and standard de-
viation. All the contextual models are implemented
using the transformers library (Wolf et al., 2019)
on PyTorch 1.7.1. All experiments are executed
on a Tesla K80 GPU with 64 GB of system RAM
on Ubuntu 18.04.5 LTS. It should be noted that
LexSubCon contains 1136209468 parameters.

4.3 Lexical Substitution Model Comparison

To enable direct comparison and to isolate gains
due to improvements solely on the post-processing
strategy that each model uses (which has the po-
tential to change its performance (Arefyev et al.,
2020)), we opt to reproduce and use the same strat-
Shttps://tinyurl.com/gap-measure

®As we only had four weight parameters, the identification
of the best combination was finished in less than half an hour.
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Method best best-m oot oot-m PQ@l1
LS07 dataset
LexSubCon 21.1 £0.03 35.5+0.07 51.3 £0.05 68.6+0.05 51.740.03
Berts,, s, * 12.8 £0.02  22.1+£0.03  43.94+0.01 59.7+0.02 31.7+0.02
Transfer learning 17.2 - 48.8 - -
Substitute vector 12.7 21.7 36.4 52.0 -
Addcos 8.1 134 27.4 39.1 -
Supervised learning 15.9 - 48.8 - 40.8
KU 12.9 20.7 46.2 61.3 -
UNT 12.8 20.7 49.2 66.3 -
ColnCo dataset

LexSubCon 14.0 £ 0.02 29.7 +0.03 38.0 £0.03 59.24+0.04 50.5+0.02
Berts,, 5, * 11.8 £0.02 242 +0.02 36.0+£0.02 56.8+0.02 43.540.02
Substitute vector 8.1 17.4 26.7 46.2 -
Addcos 5.6 11.9 20.0 33.8 -

Table 1: Results of mean =+ standard deviation of five runs from our implementation of LexSubCon and
Berts, 5, (Zhou et al., 2019). We also provide the performance of previous state-of-the-art models. Transfer
learning (Hintz and Biemann, 2016), Substitute vector (Melamud et al., 2015a), Addcos (Melamud et al., 2015b),
Supervised learning (Szarvas et al., 2013b), KU (Yuret, 2007), UNT (Hassan et al., 2007). Best values are bolded.

egy for the tokenization of the target words from
Berts, s, (Zhou et al., 2019). We focus our com-
parison on Berty, 5, as it has achieved impressive
state of the art results on both benchmark datasets’.

The results of LexSubCon and the previous state-
of-the art results in both LS07 and CoInCo bench-
mark datasets are presented in Table 1. LexSubCon
outperformed the previous methods across all met-
rics in the LS07 and the CoInCo datasets due to the
fact that all features have a positive contribution on
its performance (see ablation details in section 4.5)
as they encourage LexSubCon to take into consid-
eration different substitution criteria. The standard
deviation of the results of LexSubCon is not zero
due to the fine-tuning process of the sentence sim-
ilarity model. However, the results indicate that
there are no large fluctuations. LexSubCon and our
implementation of Berts, 5, had a running time of
74k and 30k for LS07 and 580K and 266K seconds
for the ColnCo dataset respectively.

4.4 Mix-Up Strategy Evaluation

In order to evaluate the mix-up strategy for the in-
put embedding of the proposal model, we study
the effect of different input embedding policies.
The results of this study are listed in Table 2. It

"Note that the method proposed by (Zhou et al., 2019) was
implemented to the best of our abilities to be as faithful to
the original work as possible using elements of code that the
method’s authors kindly provided upon request. However, the
authors could not make the complete original code available
to us.

Policy best best-m oot oot-m PQl
LS07
Mix. 16.3 27.6 456 624 40.8
Gaus. 154 2511 443 614 389
Drop. 155 256 443 612 388
Mask 104 164 355 48.6 27.0
Keep 155 254 444 614 392
ColnCo
Mix. 11.3 238 336 544 413
Gaus. 108 226 33.0 544 39.7
Drop. 10.8 225 329 542 395
Mask 8.6 175 289 46.6 31.7
Keep 108 22,6 330 543 39.7

Table 2: Comparison of different strategies for modify-
ing the input embedding of the proposal model. Mix.
is the mix-up strategy that we proposed, Gaus. is the
Gaussian noise strategy, Drop. is the dropout embed-
ding strategy in (Zhou et al., 2019), Mask is the strategy
of masking the target word and Keep is the strategy of
unmasking the target word in the input of the proposal
model. Best values are bolded.

can be observed that even the simpler strategy of
injecting Gaussian noise to the input embedding
outperformed the standard policy of masking the
input word. These results indicate that a contextual
model needs information from the embedding of
the target word in order to predict accurate candi-
dates but it may over-rely on this information when
it is provided with an intact input embedding. Fur-
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thermore, the mix-up strategy outperformed all the
other policies and specifically the dropout embed-
ding strategy (Zhou et al., 2019) as the mix-up strat-
egy re-positions the target embedding around the
neighborhood of the embedding of its synonyms
and it does not erase a part of the embedding that
the model can learn from.

4.5 Ablation Study

Method best best-m oot oot-m PQl
LS07
LexS 211 355 513 68.6 51.7
-w Pr. 20.1 326 508 68.1 50.6
-w GL 199 337 504 676 48.6
-wSen. 20.7 349 509 682 50.6
-w Val. 188 317 478 649 46.6
“Pr 163 276 456 624 408
Gl 124 195 405 550 327
Sen. 167 283 453 620 407
Val. 18.6 30.8 489 662 463
ColInCo
LexS 140 297 38.0 59.2 505
-w Pr. 129 265 376 58,5 478
-w GL 134 285 372 582 488
-w Sen 136 299 372 583 492
-w Val. 127 270 359 574 46.6
“Pr 113 238 336 544 413
Gl. 8.4 16.7 296 472 336
Sen. 109 225 340 549 405
Val. 117 237 353 552 442

Table 3: Ablation study of LexSubCon: Pr. is the Pro-
posal score using the mix-up embedding strategy. Gl. is
the Gloss similarity score. Sen. is the Sentence Similar-
ity score and Val. is the Validation score. -w/o indicates
a LexSubCon framework without the specific feature.

In order to evaluate the effect of each feature
on the performance of LexSubCon, we conducted
an ablation study. The results are presented in Ta-
ble 3. As Table 3 shows, LexSubCon achieved its
best performance when it has access to information
from all the features described in section 3. By
testing the performance of the individual features,
we observe that the gloss sentence similarity fea-
ture achieves the worst performance out of all the
features. This is likely because many candidate
words cannot be identified in Wordnet and thus we
assign a zero value to their gloss sentence score.
Another factor is that the models that were used
for the selection of the most appropriate gloss for
each word may introduce noise in the process of

the gloss-similarity score model as they may select
not-optimal glosses.

4.6 Candidate Ranking Task

We also evaluate LexSubCon in the candidate rank-
ing task for both the LS07 an CoInCo dataset. In
this sub-task the candidate substitution words are
provided and the main task of the system is to cre-
ate the most appropriate ranking of the candidates.

Method LS07 ColnCo
LexSubCon 60.6 58.0
-w/o Pr. 58.8 56.3
-w/o GL. 60.3 57.4
-w/o Sen. 59.8 57.1
-w/o Val. 56.8 53.8
Berts, s, * 58.6 55.2
LexSubCon (trial+test)  60.3 58.0
Berts,, s, * (trial+test) 579 55.5
XLNet+embs 57.3 54.8
context2vec 56.0 47.9
Trans. learning 51.9 -
Sup. learning 55.0 -
PIC 52.4 48.3
Substitute vector 55.1 50.2
Addcos 52.9 48.3
Vect. space mod. 52.5 47.8

Table 4: Comparison of GAP scores (%) in previous
published results in the candidate ranking task of our
implementation of LexSubCon and Bert,, s, (Zhou
et al., 2019). We also provide the results on the en-
tire dataset with (trial+test). Models: XLNet+embs
(Arefyev et al., 2020), Context2vec (Melamud et al.,
2016), Transfer learning (Hintz and Biemann, 2016), Su-
pervised learning(Szarvas et al., 2013b), PIC (Roller and
Erk, 2016), Substitute vector (Melamud et al., 2015a),
Addcos (Melamud et al., 2015b), Vector space modeling
(Kremer et al., 2014).

Table 4 provides the evaluation results in the
candidate ranking task of LexSubCon and of the
previous state-of-the art models. We report the re-
sults both on the test set and on the entire dataset
(trial+test), in order to have a complete comparison
as some of the previous state of the art models were
evaluated on the entire datasets and some were eval-
uated only in the testing portion of the datasets. It
can be observed that all the features have a positive
effect on the performance of LexSubCon thus al-
lowing it to outperform the previous state-of-the-art
methods. Specifically, the results demonstrate the
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Word Sentence Gold Ranking LexSubCon BERT 464
terrible | ..have a terrible effect | awful, very bad, appalling, horrible, negative,
on the economy negative, formidable horrific, awful | major, positive
return | ..has been allowed to go back, revert, revert, retrovert, | recover, go,
return to its wild state resume, regress regress restore

Table 5: Examples of target words and their top lexical substitutes proposed by LexSubCon and BERT},,5.q model.

positive effect of the features on accurately rank-
ing a list of potential candidates as LexSubCon
outperforms the previous methods even in the sce-
nario where they are all provided with the same
substitution candidate list.

4.7 Qualitative Substitution Comparison

In Table 5, we provide different examples of target
words and their top lexical substitutes proposed by
LexSubCon and the BERT},s¢q model in order to
demonstrate the effect of external lexical resources
on the performance of a contextual model. As it
can be observed, for the target word ferrible, the
BERT},45¢4 model proposes a candidate word (pos-
itive) which may fit in the sentence but has the
opposite meaning of the target word. However,
LexSubCon provides semantically similar candi-
dates by using information from different signals
(e.g comparison of the definition of each word). In
addition, for the target word return, our model iden-
tifies appropriate candidates that are not in the vo-
cabulary of the contextual model (the word regress)
by introducing candidates from a external lexical
database. These examples showcase that enriching
contextual models with external lexical knowledge
can assist the model to provide more accurate can-
didates.

5 Extrinsic Evaluation: Data
Augmentation

We evaluate the performance of LexSubCon in
the context of textual data augmentation. Specifi-
cally, we conduct experiments on a popular bench-
mark text classification tasks of the English sub-
jectivity/objectivity dataset (SUBJ) (Pang and Lee,
2004)%. The SUBIJ dataset contains 5000 subjec-
tive and 5000 objective processed sentences (movie
reviews). We train the LSTM model (with the
same hyperparameters) which was used in (Wei
and Zou, 2019) to measure the effect of differ-
ent data augmentation techniques. We compare
our method with previous state-of-the-art lexical

8license: https://tinyurl.com/t-license

substitution models and with other popular textual
data augmentation techniques: (i) the back-trans-
lation technique (described in section 3.3) (ii) the
EDA framework (Wei and Zou, 2019) which uti-
lizes four operations of Synonym Replacement and
Random Insertion/Swap/Deletion in order to create
new text. Following the data generation algorithm
in (Arefyev et al., 2020), LexSubCon creates new
examples by sampling one word for each sentence,
generating the appropriate substitute list for this
word and sampling one substitute with probabili-
ties corresponding to their substitute scores (which
were normalized by dividing them by their sum) to
replace the original word with the sampled substi-
tute.

= o
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®©

Accuracy

©
©
o3}

——- Back Translation
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Figure 2: Accuracy with different train sizes for differ-
ent text augmentation techniques on the SUBJ dataset.

Figure 2 demonstrates how data augmentation
affects the classification depending on the size of
the training set (Arefyev et al., 2020; Wei and Zou,
2019). As it is expected the effect of each text
augmentation technique on the performance of the
model becomes more significant while the size of
the train set is reduced. Figure 2 also shows that the
data created with lexical substitution have a more
positive effect to the performance of the model than
the other data augmentation techniques since back
translation techniques may provide text that does
not follow the syntactic rules of the target language
and the EDA framework may create examples that
could confuse the model by changing the struc-
ture of the sentence due the random insertion and
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swapping of words. Finally, since LexSubCon can
create more accurate substitution candidates than
the standard BERT model and the Bert;, s, model,
the texts that were created with LexSubCon have a
more positive effect on the model’s performance.

6 Conclusion

This paper presents LexSubCon, an end-to-end
lexical substitution framework based on contex-
tual embedding models. LexSubCon establishes a
new mix-up embedding strategy that outperforms
the previous SOTA strategy of word embedding
dropout for the embedding of the target word for
the task of predicting accurate candidate words.
LexSubCon introduces the combined usage of fea-
tures from contextual embedding models and exter-
nal lexical knowledge bases in order to calculate
accurately the semantic similarity between a target
word and its candidates. We confirm that these fea-
tures can improve the LexSubCon’s performance
as it outperforms other state-of-the-art results on
two benchmark datasets.

As for future work, we plan to address the lim-
itations of this study including: (i) examining the
effect of using other models as the basis of our
features (e.g. Albert (Lan et al., 2020)); (ii) explor-
ing other candidate features for the ranking of the
candidates (e.g. parser information (Szarvas et al.,
2013a)) (iii) testing LexSubCon in datasets of other
languages using multi-language lexical databases
(e.g. MultiWordNet (Pianta et al., 2002) or Balka-
Net (Oflazer et al., 2001)) to investigate further the
model’s general availability.

Ethical Consideration

Lexical substitution can be useful in various natural
language processing (NLP) tasks such as textual
data augmentation, paraphrase generation and text
simplification. The results that we present in this
paper suggest that contextual word embeddings
models, such as our framework (LexSubCon), can
be a valuable tool for providing accurate substitu-
tion candidates that can be further used in a variety
of down-stream tasks.

We believe that there are many benefits of us-
ing our contextual embeddings models. For exam-
ple, LexSubCon can be used as a data augmenta-
tion tool to provide artificial training data for tasks
where the lack of sufficient training data may hurt
the performance of the model. However, there are
potential risks of over-relying on any lexical sub-

stitution tool. Particularly, a lexical substitution
model can unintentionally change the meaning of
the original text thus leading to erroneous conclu-
sions.
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