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Abstract

Communicating efficiently in natural language
requires that we often leave information im-
plicit, especially in spontaneous speech. This
frequently results in phenomena of incom-
pleteness, such as omitted references, that pose
challenges for language processing. In this
survey paper, we review the state of the art
in research regarding the automatic processing
of such implicit references in dialog scenarios,
discuss weaknesses with respect to inconsis-
tencies in task definitions and terminologies,
and outline directions for future work. Among
others, these include a unification of existing
tasks and evaluation metrics, addressing data
scarcity, and taking into account model and an-
notator uncertainties.

1 Introduction

In natural language conversations, speakers often
leave out parts of the conversation which are un-
derstood by the other party through the shared con-
text, as exemplified in Figure 1. This can either
serve as a way to add variance to a conversation,
to make the dialog more efficient by not repeating
information, or to accomplish a specific conver-
sational goal, such as displaying skepticism (Car-
berry, 1989). These omissions can take the form
of syntactically correct sentences that leave out im-
portant semantic information or even incomplete
sentence fragments (Fernández et al., 2007; Raghu
et al., 2015). Figure 1 shows an example of a dialog
which contains both of these. Turn 2 demonstrates
a syntactically correct sentence where the user asks
about the capital, but leaves out which country they
are referring to. Turn 3 shows an example of a
syntactically incomplete sentence, where the user
leaves out both the country and the verbal phrase.

In this paper we refer to these omitted entities as
implicit references because while there is no direct
reference, e.g., a pronoun, it is still understood that
the user is referring to a specific entity. We propose

Turn Utterance

1
USR Who is the Chancellor of Germany?

SYS Olaf Scholz is the current
Chancellor of Germany.

2 USR And what is the capital _? [of Germany]

SYS The capital of Germany is Berlin.

3 USR And _ the population _?
[what is], [of Germany]

Figure 1: Dialog between a user USR and a system
SYS, with examples of implicit references (in Turn 2
and 3) and another implicit element (in Turn 3) indi-
cated by underscores in red. The correct resolution of
each implicit element is shown in brackets in red.

implicit reference as unifying term encapsulating
this type of phenomena and including implicit ar-
guments, zero-anaphora, and certain types of noun
ellipsis, which we expand on in section 2.

While parsing such sentences is a simple task
for humans, it poses a larger problem for automatic
systems, which are often designed to only consider
a single dialog turn at a time. Therefore research
in this area focuses on trying to exploit the dialog
context to find what, if any, information has been
included only implicitly in a current dialog turn
(Mittal et al., 2018; Tseng et al., 2021; Maqbool
et al., 2022). This can be especially challenging,
however, when such information can lie anywhere
in the conversational history (Wu et al., 2021).

2 Definitions

In this section, we provide an overview of linguis-
tic phenomena related to the concept of implicit
reference and discuss overlaps and differences in
definition. Our focus lies on phenomena that occur
in dialogue and written text involving an omitted
element referring to an entity.
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Ellipsis. Ellipsis is a syntactic phenomenon in
which a constituent is omitted because it can be
resolved from the context. Although there are mul-
tiple types of ellipsis, we limit the scope of this
survey to focus only on nominal ellipsis.

Nominal ellipsis occurs when the head noun in-
side a noun phrase is implicit. An example taken
from the NOEL corpus (Khullar et al., 2020) is:
Let’s party at Sam’s NP this Friday. In this case,
Sam’s location is omitted. When the noun phrase is
fully omitted, noun ellipsis can also be seen as zero
anaphora. Therefore, some researchers use the term
noun phrase ellipsis to refer to instances for which
only a part of the noun phrase got deleted (Menzel,
2016) whereas others use the term to indicate both
types of cases (Khullar et al., 2020).

Implicit argument. An implicit argument is the
filler of a semantic role that is not realized in the
local syntactic context of its predicate. Frequent
examples in English include logical subjects in pas-
sive voice sentences (He was called ___) and omit-
ted arguments of nominalized predicates (They ap-
proved the use ). Implicit arguments are related
to ellipsis in that a subset of them can be viewed as
the semantic equivalent of the omission of syntac-
tic constituent. In frame-semantic theory (Fillmore,
1977) implicit role fillers are also referred to as null
instantiations (NI) and categorized into definite, in-
definite and constructional NIs. Definite NIs refer
to a definite entity in the context, whereas other NIs
can have an unspecific, existential interpretation.

Zero-Anaphora. In general, anaphora are ref-
erences to other expressions in context. Unlike
explicit elements, such as pronouns, zero-anaphora
are a special case in which the expression itself
is omitted. The term is mostly commonly used
in context of pro-drop languages, in which pro-
nouns can be omitted in general or under specific
circumstances. In languages such as Japanese and
Chinese, such omissions of pronouns can also oc-
cur in obligatory syntactic positions. There are
exceptional cases in which this is also possible in
non-prodrop languages such as English. An exam-
ple from a recipe is: Bake for 30 minutes (Jiang
et al., 2020, p.822). Zero-anaphora are related to
implicit arguments in that they fill a semantic role
in addition to serving a anaphoric function.

Implicit Reference. In the remainder of this pa-
per, we will use implicit references as a general
term to cover all referential expressions to entities

that are omitted in context. Because such expres-
sions can typically be realized as constituents, they
form a subset of nominal ellipsis. By definition,
implicit references do not have to fill a semantic
role or a anaphoric function. Therefore, they form a
superset of implicit arguments and zero anaphora.

3 Implicit Reference Tasks in Dialog

This section introduces the most common areas of
research on implicit references in dialog.

3.1 Conversational Semantic Role Labeling

Semantic Role Labeling (SRL) is a task in which
the predicates in a sentence are analyzed regarding
their arguments, in order to determine “who did
what to whom”. The task is also referred to as Pred-
icate Argument Structure Analysis. Generally, SRL
can be divided into three subtasks: 1) recognizing
the predicates in a given sentence, 2) finding their
arguments, and 3) assigning corresponding seman-
tic labels (He et al., 2017). While much research
has investigated automatically extracting such argu-
ments in text (Carreras and Màrquez, 2005; Prad-
han et al., 2013; Zhou and Xu, 2015; He et al.,
2021; Tan et al., 2018), these methods can have
difficulty adapting to a dialog context (Xu et al.,
2021). While traditional SRL methods often con-
sider only one sentence at a time, conversations
generally contain implicit or explicit references to
entities from previous utterances.

The goal of conversational Semantic Role Label-
ing (CSRL) is, given a dialog, to predict complete
semantic-role structures for each predicate, even
in the case of implicit arguments that are outside
the context of a single dialog turn. Performance
on this task is generally evaluated either explicitly
via precision, recall, and F1-scores over (predicate,
argument) tuples (Wu et al., 2021; Imamura et al.,
2014; Xu et al., 2021; He et al., 2021) or implicitly
via their performance on a downstream task such as
conversational utterance rewriting (Xu et al., 2020).

3.2 Conversational Utterance Rewriting

This task has been referred to by many names, in-
cluding: conversational query understanding (Ren
et al., 2018), conversational ellipsis filling (Zhang
et al., 2020), ellipsis and coreference resolution
(Ni and Kong, 2021), zero-label anaphora resolu-
tion (Maqbool et al., 2022), incomplete utterance
rewriting (Liu et al., 2020a) incomplete utterance
restoration (Pan et al., 2019), question rewriting in
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context (Elgohary et al., 2019), conversational ques-
tion reformulation (Lin et al., 2020), non-sentential
utterance restoration (Raghu et al., 2015). In this
paper, we use Conversational Utterance Rewriting
(CUR) as a general term to encapsulate the task.

The goal of CUR is, given a user utterance and
conversational context, to rewrite the utterances
such that all information needed to understand it
is contained in the rewrite (Ren et al., 2018). This
often implicitly or explicitly requires the use of the
conversational context to reconstruct the implicit
references (Vakulenko et al., 2021). However, im-
plicit reference is never the sole consideration of
this task, rather it is part of a more holistic approach
including coreference and verb ellipsis resolution
in order to generate a fully grammatical expanded
version of the user utterance (Tseng et al., 2021).

Data may include labels for anaphora (including
zero anaphora) (Regan et al., 2019; Dalton et al.,
2020; Raghu et al., 2015; Zhang et al., 2020) or
only dialog turns and their corresponding rewrites
(Raghu et al., 2015; Elgohary et al., 2019; Pan
et al., 2019; Su et al., 2019; Zhou et al., 2019).
Performance is generally measured either explicitly
– e.g., using metrics such as exact matches or BLEU
score between suggested system rewrites for the
utterance and a set of gold label annotations (Zhang
et al., 2020) – or implicitly – based on performance
of downstream tasks such as question answering,
database querying, or dialog act classification (Guo
et al., 2018; Mittal et al., 2018).

3.3 Noun Ellipsis Detection and Resolution

While Noun ellipsis resolution is often implicitly
considered in CUR, we define noun ellipsis detec-
tion and resolution as a separate task in this paper.
As the scope is far narrower/more precise in this
task, it may attract the interest of a different group
of researchers than the broader task of CUR.

Khullar et al. (2020) suggest that noun ellip-
sis detection can be thought of as a classification
task, where given a tri-gram, the goal is to pre-
dict whether it includes evidence of ellipsis (called
an ellipsis licensor). Similarly, they suggest that
noun ellipsis resolution can be considered a clas-
sification problem. For a given triad of [Licensor,
Antecedent, all tokens in a Sentence], the classifier
must predict whether the antecedent candidate is
the resolution of the ellipsis. Both tasks can then
be evaluated with an F1-score, precision, and recall
against gold-label annotations.

4 Data

In the following subsections, we describe datasets
which have been collected for studying implicit
references in dialog. The datasets are directly com-
pared in Table 1 as well as described below.

4.1 Noun Ellipsis

NoEL is an English dataset (Khullar et al., 2020)
that contains 946 annotated instances of noun el-
lipsis from the first 100 movies from the Cornell
Movie Dialogs Dataset (Danescu-Niculescu-Mizil
and Lee, 2011).

4.2 Conversational Semantic Role Labeling

CSRL The most popular dataset for conversa-
tional semantic role labeling is the CSRL dataset
collected by Xu et al. (2020). The dataset is
in Chinese and composed of three different sub-
sets: 1) SRL annotations for 3,000 dialogs (33,673
predicates in 27,198 utterances) from the DuConv
dataset, a knowledge-driven dialog corpus focusing
on celebrities and movies. 2) 300 sessions from
Personal-Dialog (1,441 predicates in 1,579 utter-
ances), a dataset created by crawling Weibo1 posts.
3) 200 sessions from NewsDialog (3,621 predicates
in 6,037 utterances), a corpus collected by asking
two participants to discuss news articles.

Other Datasets Other smaller datasets include
that of Zhang et al. (2020) who annotate 1,689
user utterances from the Gunrock dataset (Chen
et al., 2018) and that of Wu et al. (2022) which
includes annotations for 972 user utterances from
PersonaChat (Zhang et al., 2018) and CMU-DoG
(Zhou et al., 2018). Both of these datasets are in
English.

4.3 Utterance Rewriting

GECOR The GECOR dataset (Quan et al., 2019)
is an extension of the task-oriented, English lan-
guage CamRest676 dataset (Wen et al., 2016).
Here, the authors added manual annotations to la-
bel sentences which contain coreference or ellipsis
and provide rewritten versions of these sentences
which do not. Additionally if it were possible to
transform a complete sentence to contain either el-
lipsis or coreference, this was done. The dataset
contains 2,744 user utterances of which 1,174 orig-
inally contained ellipsis and 1,331 were rewritten
to include ellipsis or coreference.

1Weibo is a popular Chinese social media website.
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Dataset Language Size Annotation Dialog Type

TREC CAsT (Dalton et al., 2020) English 38,426,252 Sentence Rewrites Conversational QA

CANARD (Elgohary et al., 2019) English 40,527 Sentence Rewrites Conversational QA

Question Completion (Raghu et al., 2015) English 7,400 Sentence Rewrites+ Conversational QA

CQR (Regan et al., 2019) English *3,000
Sentence Rewrites+
Anaphora Classes

Task Oriented

GECOR (Quan et al., 2019) English 2,744 Sentence Rewrites+ Task Oriented

Hybrid-EL-CMP (Zhang et al., 2020) English
2,258
1,689

Sentence Rewrites+
Semantic Roles+

Chit-chat

Zero-Shot-XCSRL (Wu et al., 2022) English 927 Semantic Roles Chit-chat

NoEl (Khullar et al., 2020) English **100 Ellipsis Licensors Movie Script

Psuedo Rewrite (Zhou et al., 2019) Chinese 6,846,467 Sentence Rewrites Social Media

Restoration-200K (Pan et al., 2019) Chinese 200,000 Sentence Rewrites Social Media

Dialog Utterance Rewrite Corpus (Su et al., 2019) Chinese 40,000 Sentence Rewrites Social Media

CSRL (Xu et al., 2020) Chinese
*3,000

*300
*200

Semantic Roles
Document Based

Social Media
Chit-chat

Table 1: Comparison of implicit reference datasets; where possible, the dataset column acts as a link to the data
itself. Unless otherwise indicated (by * or **), size refers to the number of utterances in the datset. * indicates
datasets which measured size as the number of dialogs rather than turns and ** indicates NoEL which measured
size as the number of movie scripts annotated. + Refers to datasets which include labels/statistics for which
sentences include ellipsis, coreference, or both.

CANARD The CANARD dataset (Elgohary
et al., 2019) rewrites questions from the conver-
sational QA dataset QuAC (Choi et al., 2018) to
resolve ellipsis and anaphora and to disambiguate
coreferences. The dataset contains 40,527 English
language questions and their rewritten versions.

Dialog Utterance Rewrite Corpus Su et al.
(2019) introduce a new Chinese language dataset
extracted from multi-turn dialogs from social me-
dia. The dataset contains 40,000 original utterances
as well as rewritten versions of those including el-
lipsis, coreference, or both. While the authors do
not explicitly label which sentences contain such
phenomena they randomly sampled 2,000 dialogs
and found roughly half needed to be rewritten.

Question Completion Raghu et al. (2015) intro-
duce an English language dataset where crowd-
sourced workers were presented a question–answer
pair and asked to come up with a follow-up ques-
tion both in an elliptical form and in a fully resolved
form. The data set contains 7,400 entries, each with
a question, an answer, an elliptical follow-up ques-
tion, and a resolved follow-up question.

TREC CAsT CAsT-19 (Dalton et al., 2020) is a
dataset of 38,426,252 passages from the TREC

Complex Answer Retrieval (Dietz et al., 2017)
and Microsoft Machine Reading Comprehension
datasets (Nguyen et al., 2016). The questions con-
tain implied context, ellipsis and topic shifts. CAsT-
19 provides resolved versions of each turn, includ-
ing those with ellipsis as well as entity annotations.

Other Datasets Zhang et al. (2020) present an
English language dataset containing 2,258 user ut-
terances from the Gunrock dataset, among them
1,124 utterances contain ellipsis, and 204 com-
plete utterances which were modified to include
a version with ellipsis. Pan et al. (2019) intro-
duce Restoration-200K, a Chinese language dataset
containing 200,000 utterances obtained from dis-
cussions on the online community Douban Group.
Dialogs contain at least six turns and were pro-
fessionally annotated to resolve utterances omit-
ting information. Zhou et al. (2019) also provide
a Chinese language dataset collected by crawling
Douban Group. They collected 6,844,393 entries
each containing an utterance, one turn of context,
an automatically generated rewrite of the utterance,
and the response from the next turn. Finally Regan
et al. (2019) provide an English language dataset
containing approximately 3,000 dialogs over three
domains including 2,287 rewrites. They provide

https://www.treccast.ai
https://sites.google.com/view/qanta/projects/canard
http://knowitall.cs.washington.edu/oqa/data/wikianswers/
https://github.com/alexa/alexa-dataset-contextual-query-rewrite
https://multinlp.github.io/GECOR/
https://gitlab.com/ucdavisnlp/filling-conversation-ellipsis
https://github.com/hahahawu/Zero-Shot-XCSRL
https://github.com/love1life/chat
https://ai.tencent.com/ailab/nlp/dialogue/#datasets
https://github.com/chin-gyou/dialogue-utterance-rewriter
https://github.com/syxu828/CSRL_dataset
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both rewrite annotations as well as labels for what
type of anaphora are present in a sentence, i.e.,
zero (1,436 instances), pronomial (445 instances),
locative (239 instances), nominal (184 instances).

5 Methods

In the following section we outline methods which
have been used for tasks related to implicit refer-
ence in dialogs. We provide an overview (Figure
2) of both classical approaches and state of the art
methods and brief description of each approach.

5.1 Noun Ellipsis Resolution and Detection
As one of the few papers focused solely on noun
ellipsis detection and resolution, Khullar et al.
(2020) demonstrated classical machine learning
approaches can be used for both of these tasks.
They compared several classifiers from the sklearn
toolkit (Pedregosa et al., 2011), testing their perfor-
mance on a dataset of movie scripts.

5.2 Conversational Semantic Role Labeling
5.2.1 Classical Approaches
Imamura et al. (2014) were some of the first re-
searchers to tackle SRL in dialog. They investi-
gated zero-anaphora cases in Japanese, first train-
ing a maximum entropy-based classifier on the
NAIST (Iida et al., 2007b) newspaper corpus and
then adapting it to a dialog corpus which they col-
lected. The general approach first identified all
predicates in a sentence and then generated a list
of candidate arguments from the current sentence
and dialog history. For each candidate, relevant
features were selected to predict the most likely
predicate/argument pairs. This approach signifi-
cantly outperformed text-based classifiers, when
tested on dialog data.

5.2.2 Neural Approaches
BERT-based Approaches Recently, SRL has
gained popularity for dialog applications. Xu et al.
(2020), were some of the first to approach this task.
The authors adapted a RoBERTa (Liu et al., 2019)
based model pre-trained for text SLR (Shi and Lin,
2019) to work in the dialog domain. This was ap-
proached in two ways. They later (Xu et al., 2021)
expanded their model to include self attention and
additional inputs such as a speaker indicator, a di-
alog turn indicator, and a predicate indicator as
well as the encoded dialog text. In both cases,
the authors also tested the performance on down-
stream tasks such as dialog query rewriting (Xu

et al., 2020, 2021) and dialog generation tasks (Xu
et al., 2021).

He et al. (2021) proposed improving upon the
work of Xu et al. (2021) by replacing BERT with
K-BERT (Liu et al., 2020b), which introduces
knowledge from an external graph into BERT pre-
training. The proposed model consisted of four
parts: 1) the K-BERT encoder using CN-DB-Pedia
(Xu et al., 2017) – a large-scale open-domain Chi-
nese encyclopedia – as the knowledge graph, 2)
a dialog turn indicator and a predicate indicator
encoder, 3) K self-attention layers, and 4) a soft-
max prediction layer. The model was trained on
DuConv-CSRL subset of the dataset from Xu et al.
(2021) and demonstrated increased performance
compared to a baseline of the same architecture
without knowledge graph enhancement.

Graph Approaches Wu et al. (2021) proposed a
different approach to graph integration, rather than
seeking to encode external information, the authors
used a graph structure to better model the dialog
context. The model included three components: 1)
A pre-trained language model able to generate local
and contextual representations for tokens, similar
to the model proposed by Xu et al. (2021). 2)
A new attention strategy to learn predicate-aware
contextual representations for tokens. And 3) a
Conversational Structure Aware Graph Network
(CSAGN) for learning high-level structural features
to represent user utterances. The authors trained
their model on the three Chinese dialog datasets
annotated by Xu et al. (2021), outperforming their
BERT-based baseline.

5.3 Conversational Utterance Rewriting

5.3.1 Classical approaches
In general, approaches to utterance rewriting fall
into three categories: those based on semantics
(Waltz, 1978), syntax (Hendrix et al., 1978), or
pragmatics (Carberry, 1989). Semantics-based ap-
proaches work to reconstruct implicit references
through an understanding of the meaning of the
sentence and the preceding context, syntactic ap-
proaches through the structure of the sentence
and its context, and pragmatics-based approaches
through an understanding of a speaker’s discourse
goals. Early work emphasized the generation
of logical rules derived from examples and case
studies (Carberry, 1989), while more recent work
has shifted to statistical and machine-learning ap-
proaches. Raghu et al. (2015), for example, devel-
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Figure 2: Overview of methods used for implicit reference in dialog.

oped a system which learned to extract keywords
from incomplete utterances and expand them using
delexicalized templates. Candidate rewrites were
then ranked by a support vector machine based on
semantic and syntactic features.

5.3.2 Neural approaches: Sequence to
Sequence Framing

Due to the nature of this task, many neural ap-
proaches frame utterance rewriting as a sequence-
to-sequence problem similar to machine transla-
tion: mapping an incomplete original user utter-
ance along with its conversational context to a com-
plete (intended) user utterance (Vakulenko et al.,
2021). However, unlike machine translation there
are two types of input which can be passed to the
model (the current user utterance and the context)
rather than only a single source (Ren et al., 2018).

Copy Mechanisms Another unique property of
the rewriting task, is that most generated words
come from the previous utterance or context sen-
tences. Several approaches thus try to exploit this
property to improve performance. Elgohary et al.
(2019), for example, implemented a sequence to se-
quence model with attention and a copy mechanism
(See et al., 2017). Quan et al. (2019), presented a
similar approach, separately encoding the user ut-
terance and complete dialog context before passing
these inputs to a decoder which included either a
copy (Gu et al., 2016) or a gated copy mechanism
(modified from See et al. (2017)). In contrast, Pan
et al. (2019) implemented what they refer to as
a “pick and combine” model which used the pre-

trained language model BERT (Devlin et al., 2019)
as a classifier to select omitted words from the
context to be given as input to a pointer generator
network. Their model could then copy words from
the input by directly taking the attention score as
the prediction probability. Another approach was
proposed by Su et al. (2019), who demonstrated
a transformer-based rewriting architecture with a
pointer network, while Ni and Kong (2021) ex-
plored implementing a speaker highlight dialogue
history encoder to create a global representation of
the dialogue history as well as a top-down hierar-
chical copy mechanism.

Handling Data Scarcity A key difficulty with
the sequence to sequence approach, is the lack of
large-scale parallel corpora. To tackle this, Kumar
and Joshi (2016) tried to decompose the problem,
proposing an RNN-based encoder/decoder ensem-
ble model, combining a syntactic sequence model
for learning linguistic patterns, and a semantic se-
quence model for learning semantic patterns. An
alternate approach by Kumar and Joshi (2017) in-
stead framed the problem as a retrieval problem, im-
plementing a retrieval based sequence to sequence
model. Here the authors used a set of pre-computed
semantically correct question templates to guide
question generation and a language model to rank
candidates for syntactic correctness. Guo et al.
(2018) propose a similar architecture, using a small
grammar rather than template questions. To bet-
ter make use of the dialog context, however, they
also introduced a dialog memory module to track
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entities, predicates, and actions which were men-
tioned in the dialog. In another approach to the
data scarcity problem, Zhou et al. (2019) propose
a training architecture using automatically gener-
ated rewrites for incomplete user utterances. They
first train a GRU based encoder-decoder model
enhanced with CopyNet (Gu et al., 2016) on the
generated data. Then results are fine-tuned using
reinforcement learning to correct for errors learned
from the automatically generated training data.

Large Pre-trained Language Models Large
pre-trained models are a powerful tool for many
natural language tasks. To demonstrate their appli-
cability to query rewriting, Lin et al. (2020) per-
form experiments testing multiple language models
and configurations. Tseng et al. (2021) propose
a more complex architecture, using GPT-2 (Rad-
ford et al., 2019) as a decoder with a coreference
resolution module built on-top to act as input for
their final query rewriter. Maqbool et al. (2022)
incorporate both BERT and GPT-2 into their model
architecture as a way to help generate and score
possible rewritten utterances. Their model con-
sisted of three stages, 1) an encoding stage with
two parallel pipelines – one for handling the case
of ellipsis and the other for coreference, 2) a can-
didate selection phase, and 3) a refinement phase
using a masked language model BERT and GPT-2
to refine the output fluency.

Other Approaches Other approaches include
augmenting the rewrite model with predicted se-
mantic role information (Xu et al., 2020) or tack-
ling downstream tasks by predicting two outputs
(with rewritten or incomplete utterance as input)
then using an expert knowledge-guided selector to
make the final decision (Zhang et al., 2020).

5.3.3 Neural Approaches: Semantic
Segmentation Framing

In contrast to framing CUR as a sequence to se-
quence task, recent approaches (Liu et al., 2020a;
Jiang et al., 2022; Zhang et al., 2022) propose to
consider it similar to semantic segmentation or ob-
ject detection in computer vision. Rather than try-
ing to generate a new utterance from scratch, this
formulation, introduces the idea of edit operations
being performed between word pairs of the context
utterances and the incomplete utterance. Given rel-
evant features between word pairs as an matrix (Liu
et al., 2020a; Jiang et al., 2022), or the self attention
weight matrix from the encoder (Zhang et al., 2022)

a model can predict the edit type (substitute, insert,
or none) for each word pair as a pixel-level mask.
The ability to take global features into account in
these approaches has shown increased performance
compared to pure text generation approaches (Liu
et al., 2020a; Jiang et al., 2022).

5.4 Neural Approaches: Tagging Framing
The tagging framing of CUR is very closely related
to the semantic segmentation framing, however,
rather than working on word pairs, edit decisions
are made for single tokens. In general, the goal
of this approach is to determine whether to delete,
keep or change each token in a given input sen-
tence (Huang et al., 2021), although this can also
be framed as whether to delete a token or insert
information from the dialog context after the to-
ken (Hao et al., 2021; jin et al., 2022). In this
way, the search space is greatly reduced compared
to sequence to sequence approaches, which can
also make this approach more robust to changes
between training and test data (Hao et al., 2021).
Approaches using this framing largely distinguish
themselves in the way they handle the change/insert
step: choosing a single span from the context for
each token (Hao et al., 2021), choosing multiple
spans from the context (jin et al., 2022), or auto-
regressive text generation for the inserted phrase
(Huang et al., 2021).

6 Further Readings

In this section we provide an overview of related
tasks, which handle (explicit) anaphora in dialogue
or implicit information in written text settings and
may serve as a useful reference as they aim to ad-
dress similar problems.

Anaphora. Anaphora resolution is the task of
identifying which parts of a text refer to the same
discourse entity, which is based on the idea that
different expressions can refer to the same entity.
Lata et al. (2021) provide a survey of approaches
to anaphora resolution in text. For dialog specific
anaphora resolution, there are multiple shared tasks
which have been organized, such as the CODI-
CRAC 2021 shared task on anaphora resolution
in (spoken) dialogues (Khosla et al., 2021), which
focuses on entity coreference resolution, bridging
resolution, discourse deixis/abstract phenomena as
a follow-up of CRAC-18. Additionally datasets
such as MuDoCo (Martin et al., 2020) provide an-
notations for thousands of dialogs, which contain
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entity mentions and coreference links.

Ellipsis. Several studies have investigated the de-
tection and resolution of ellipsis in written texts.
For example, previous work applied classical ma-
chine learning techniques to detecting and resolv-
ing ellipsis in the British National Corpus (Nielsen,
2003a,b) and in the Penn Treebank (Nielsen, 2004).
Earlier work approached ellipses with syntactic
patterns (Hardt, 1992).

Most work has focused on verb ellipsis, with the
first study on noun ellipsis detection in texts per-
formed by Khullar et al. (2019), who took a small
dataset from the UD treebank that did not con-
tain a noun phrase. For detection and resolution,
they used a rule-based system using syntactic con-
straints of licensors of ellipsis and part-of-speech
similarity between the licensors of ellipsis and the
modifier of the antecedent.

Zero-Anaphora. Most work on zero-anaphora
has focused on pro-drop languages, in particular
Asian languages such as Japanese (Konno et al.,
2021; Iida et al., 2007a, 2006; J., 2013; Iida et al.,
2016; Isozaki and Hirao, 2003; Sasano and Kuro-
hashi, 2011; Sasano et al., 2008; Seki et al., 2002;
Yamashiro et al., 2018; Umakoshi et al., 2021;
Ueda et al., 2020) and Chinese (Converse, 2005;
Chen and Ng, 2014; Kong and Zhou, 2010; Liu
et al., 2017; Yin et al., 2018). Zero-anaphora has
also been studied in Romance languages, including
Italian (Iida and Poesio, 2011), Spanish (Palomar
et al., 2001; Rodríguez et al., 2010) and Portuguese
(Pereira, 2009). In English, zero-anaphora has been
studied in conversation analysis (Oh, 2005) and in
recipes (Jiang et al., 2020).

Implicit arguments. Implicit argument predic-
tion in text has been modeled as a special case of
anaphora resolution (Silberer and Frank, 2012), by
leveraging (explicit) semantic role labeling (Schenk
and Chiarcos, 2016; Chen et al., 2010; Laparra and
Rigau, 2013), a combination of the two (Roth and
Frank, 2013), as a cloze-task (Cheng and Erk, 2018)
and as a binary classification problem (Gerber and
Chai, 2010; Feizabadi and Padó, 2015). The most
commonly used dataset for evaluating implicit ar-
gument prediction in texts is by Gerber and Chai
(2010). A larger dataset was recently made avail-
able by Ebner et al. (2020).

7 Future directions

After presenting the current state of research on im-
plicit reference in dialog, we propose the following
future directions:

Benchmarking Resolving implicit references in
dialog has primarily been explored through the
tasks of conversational semantic role labeling or
conversational utterance rewriting. In conversa-
tional utterance rewriting in particular, results are
reported on different datasets in different languages
and with various settings. Thus, it is very challeng-
ing to draw conclusions and to compare among
proposed computational methods. Therefore, one
of the first steps towards advancing systems for
resolving implicit references in dialog is to estab-
lish a model agnostic benchmark, such as GLUE
(Wang et al., 2018), to collect resources for training,
evaluating, analysing such systems.

Data Explication In many cases, implicit refer-
ences can be successfully resolved and clarified
in the course of a dialogue. For computational
models of language understanding, this is never-
theless problematic, since the relevant context can
be quite broad and implicit references are by defi-
nition not explicit in the relevant position. Super-
vised methods in particular therefore require ex-
plicit training signals for the resolution of implicit
references. Existing work on implicit arguments
in text attempts to address this problem by using
artificial training data based on explicit reference
chains, sentence-based semantic roles, or event rep-
resentations (Silberer and Frank, 2012; Schenk and
Chiarcos, 2016; Cheng and Erk, 2018). Similar to
Zhou et al. (2019), one research direction would be
to create similar data for dialogue scenarios, for ex-
ample, by collecting resolution patterns observable
over multiple utterances and generalizing/applying
such patterns in comparable contexts.

Modeling State-of-the-art systems to resolve im-
plicit references in dialog are mostly based on deep
learning models. One of the known weaknesses
of such models is their uncertainty values. They
are often overconfident (Wang et al., 2021), i.e.
their certainty values are not good indicators of the
actual likelihood of a correct prediction. When re-
solving implicit references, there may be multiple
entities in the context which the reference might
refer to. In such cases, estimated uncertainty values
play an important role, especially in the context of
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dialog systems where it is possible to gain explicit
feedback from a user to resolve ambiguities. While
there are already uncertainty metrics used in simi-
lar fields, e.g., reconstructing user utterances after
ASR errors (Cho et al., 2021; Fan et al., 2021) these
methods have not yet been integrated into work on
implicit references in dialog. Additionally, these
approaches focus only on implicit feedback from
the user, e.g., rephrasing an initial query, and do not
explore the opportunity of eliciting explicit feed-
back. A reliable uncertainty value would aid dialog
policies in choosing a meaningful next step, e.g.,
whether to use a current utterance or ask for clari-
fication. Thus, one meaningful research direction
is to explore methods for estimating reliable uncer-
tainty values for such implicit reference resolution
in dialog.

Evaluation An open problem regarding phenom-
ena of implicit language is that there may be multi-
ple possible interpretations depending on the con-
text. Existing work on implicit references in texts
in particular has shown that, depending on the ex-
act task, annotators themselves only exhibit low
to moderate levels of agreement (Gerber and Chai,
2010). By considering uncertainty values, such
disagreements can already be taken into account in
modeling. In addition, however, the possibility of
resolving an implicit reference in different ways is
also relevant for the evaluation of corresponding
models. To allow different potential assessments
in context, we recommend developing evaluations
that can take an interactive form, so that systems
can ask clarification questions when multiple inter-
pretations are possible for an implicit reference.
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