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Abstract

Text classification is a central tool in NLP, in-
cluding social media analysis. However, when
the target classes are strongly correlated with
other textual attributes, text classification mod-
els can pick up “wrong” features, leading to
bad generalization and biases. In social me-
dia analysis, this problem surfaces for demo-
graphic user classes such as language, topic, or
gender, which influence how an author writes
a text to a substantial extent. Adversarial train-
ing has been claimed to mitigate this problem,
but a thorough evaluation is missing.

In this paper, we experiment with text clas-
sification of the correlated attributes of docu-
ment topic and author gender, using a novel
multilingual parallel corpus of TED talk tran-
scripts. Our findings are: (a) individual clas-
sifiers for topic and author gender are indeed
biased; (b) debiasing with adversarial train-
ing works for topic, but breaks down for au-
thor gender; (c) gender debiasing results dif-
fer across languages. We interpret the result
in terms of feature space overlap, highlighting
the role of linguistic surface realization of the
target classes.

1 Introduction

Natural language processing, and machine learning
more generally, has recently received a significant
deal of criticism because of the frequent presence
of bias in the predictions, where we define bias
as a systematic difference in system performance
on one set of instances compared to another. Such
biases have been identified in NLP tasks such as
word representation (Bolukbasi et al., 2016), tex-
tual inference (Rudinger et al., 2017), coreference
resolution (Zhao et al., 2018), text classification
(Dixon et al., 2018) and emotion intensity predic-
tion (Kiritchenko and Mohammad, 2018).

In text classification tasks, a principal source of
such biases are demographic attributes of authors,

such as gender, age, or race1. The reason is that
these attributes shape speakers’ language use sub-
stantially (Hovy, 2015). NLP models are not only
able in principle to pick up such cues, as studies
on modeling demographic attributes show (Koppel
et al., 2004), but they actually have a motivation
to do so whenever some demographic attribute is
strongly correlated with the model’s classification
target and therefore supports its recognition. As an
example, in social psychology, Gross et al. (1997)
report that elderly people experience and express
their emotions less intensely than younger people.
Therefore, in a corpus of emotional expressions
across age groups, it is reasonable for a model that
predicts emotion intensity to look out for linguistic
cues regarding author age, even if these cues are
not really related to emotion intensity per se, such
as typical markers of youth language (“rad”, “fam”,
“FTW”, etc.).

This focus is arguably problematic, though, since
it can give rise to a form of age bias – namely,
overestimating emotion intensity for documents
exhibiting youth language. More generally, the
bias-inducing role of demographic attributes is dan-
gerous for studies that use texts from a multitude
of authors – often gathered from social media –
to draw inferences about the authors (Sobkowicz
et al., 2012; Cheng et al., 2015). In such studies,
demographic biases can lead to erroneous causal
attributions (as our case will illustrate).

To counteract the presence of biases in NLP, re-
searchers have devised debiasing methods. Due
to its general applicability and high effectiveness,
adversarial debiasing has become one of the most
widely used methods for bias mitigation (Elazar
and Goldberg, 2018; Zhang et al., 2018; Arduini
et al., 2020). Unfortunately, these advances are not
accompanied by an analysis of the prerequisites

1A subset of these has specific legal protection in many ju-
risdictions under the name of sensitive or protected attributes.
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that need to be satisfied for adversarial training
to perform successfully. It has been established
empirically is that adversarial training works well
for many cases in NLP; nevertheless, we demon-
strate that there are relatively simple setups where
it can fail. We analyze what factors contribute to
the failure.

Concretely, we consider the correlated attributes
of document topic (scientific / non-scientific) and
author gender on a self-collected multilingual cor-
pus of TED talk transcripts in French, German,
Spanish, and Turkish. This setup enables us to ob-
serve the interplay between linguistic properties
and adversarial debiasing.

Our investigation proceeds in three steps. First,
we train independent classifiers for each attribute
and evaluate them with regard to overall perfor-
mance and with regard to the bias they exhibit. In
the second step, we apply adversarial debiasing
to the predicting of each attribute with respect to
the other, and re-evaluate the debiased models. Fi-
nally, in the third step we discuss the differences
observed in the previous step: (a), both document
topic and author gender can be classified reason-
ably well by independent classifiers, but exhibit
considerable bias; (b), author gender bias in topic
classifiers can be reduced by adversarial training;
however, adversarial debiasing in the opposite di-
rection fails completely; (c) this effect is true for
all languages except French. Our interpretation
is that the failure of adversarial debiasing is due
to the fact that feature space for author gender is
subsumed the topic feature space for all languages
except French, where gender is expressed overtly
by morphological cues that can be picked up by the
model.

2 Related Work

Regarding bias analysis at the representation level,
the most important source of bias is arguably
formed by corpus-derived embeddings which are
used by virtually all current NLP systems. There
have been several efforts to investigate the amount
of bias within monolingual (Bolukbasi et al.,
2016; Caliskan et al., 2017; Garg et al., 2018;
Swinger et al., 2019) and multilingual embeddings.
(Lauscher and Glavaš, 2019; Zhao et al., 2020).
Bias analysis at the system level has investigated
a range of applications such as NER (Mehrabi
et al., 2020), Machine Translation (Stanovsky et al.,
2019), Natural Language Inference (Rudinger et al.,

2017), Emotion Intensity Prediction (Kiritchenko
and Mohammad, 2018), Coreference Resolution
(Rudinger et al., 2018; Zhao et al., 2018) and Text
Classification (De-Arteaga et al., 2019).

A number of strategies have been explored for
bias mitigation. One common strategy for reducing
the bias is to target the representational level again,
that is, corpora (Hall Maudslay et al., 2019; Zhao
et al., 2018) and word embeddings (Kaneko and
Bollegala, 2019; Bolukbasi et al., 2016). Other
methods target the model architecture in various
ways. For example, Qian et al. (2019) introduce
an additional term to be used in loss function of
language generation model, seeking to reduce the
gender bias exhibited by the model.

A more fundamental idea is to adopt adversarial
training (Goodfellow et al., 2014) to other tasks.
For instance, Ganin and Lempitsky (2015) adapted
adversarial training to the task of domain adapta-
tion by introducing Gradient Reversal Layer (GRL)
which acts as an identity function during forward
pass and reverses the gradient by multiplying it by
a negative scalar during the backward pass. Elazar
and Goldberg (2018) apply the idea to the removal
of demographic bias; McHardy et al. (2019) re-
move publication source as a bias variable from a
satire detection model. Li et al. (2018) reported that
adversarial training with GRL layer can remove
unintended bias from the representations of POS
tagging and Sentiment analysis models while main-
taining task performance. Zhang et al. (2018) show
that adversarial training mitigates the bias in word
embeddings while maintaining its performance on
word analogies task. Finally, Arduini et al. (2020)
demonstrate how adversarial learning can be used
for debiasing knowledge graph embeddings.

3 Dataset

In order to conduct a study on the relationship
between topic and author gender in multiple lan-
guages, we require a multilingual comparable cor-
pus for which topic and gender information are
available. The corpus should be as parallel as pos-
sible so that any differences in outcome across lan-
guages are not simply due to differences in the
evaluation data. Among the available multilingual
parallel data sets, arguably the two most prominent
ones are WIT3 and OPUS. WIT3 (Cettolo et al.,
2012) consists of lecture translations automatically
crawled from the TED talks in a variety of lan-
guages and was used in the evaluation campaigns
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IWSLT 2013 and 2014. OPUS (Tiedemann, 2012)
is a collection of data from several sources which
provides sentence alignments as well as linguis-
tic markup (for some languages). Unfortunately,
neither corpus provides topic or gender labels.

For this reason, we create a new multilingual par-
allel dataset with these annotations, based on TED
talks (http://ted.com/talks). A TED talk
is a presentation at the TED conference or one of its
international partner events. TED talks are limited
to a maximum length of 18 minutes and may be on
any topic. TED talks are rehearsed talks and at least
semi-formal, while still definitely belonging to the
category of spoken language. In this regard, they
are comparable to the widely used Europarl corpus
(Koehn, 2005). The talks are divided according to
the languages, topics and posted dates. All origi-
nal talks are presented in English, but volunteers
provide (and double check) translations into other
languages. Authors are identified by name.

Checking for which languages the TED web-
page provided substantial numbers of transcripts
(as of February 2020) led us to select German (DE),
Spanish (ES), French (FR) and Turkish (TR) as tar-
get languages. We crawled all 1518 TED talks
for which transcripts in all four target languages
were available. We conducted some preprocess-
ing: we cleaned transcripts by removing extra line
breaks, extra spaces, and punctuation marks. In-
spired by the work in open-domain Question An-
swering (Yang et al., 2019), we then segmented
the transcripts into a sequence of segments. Rather
than using paragraphs or sentences as segments
directly, we split articles into segments with the
length of 60 words by sliding window as Wang
et al. (2019) demonstrated that splitting articles
into non-overlapping fixed-length segments leads
to better results in Question Answering.

Finally, we annotated the transcripts with topic
and author gender information. For topic, we
grouped transcripts into two classes according to
the community-provided tags. The instances that
have either Technology or Science tag were labeled
as SciTech while the rest was labeled as Other. This
grouping strategy led to a balanced dataset (53%
Science, 47% Other). For author gender, we as-
sume a binary gender classification (male/female)
to be compatible with existing datasets (Verhoeven
et al., 2016; Pardo et al., 2016). This should not
be understood as a rejection of non-binary gender.
We manually determine the author’s gender infor-

# TED Talks 1518
Author Gender 1042 (Male) / 476 (Female)
Talk Topic 704 (SciTech) / 814 (Other)

DE ES FR TR

# Tokens/doc 2093 2110 2280 1632
# Sentences/doc 115 110 111 114

Table 1: Statistics of TED multilingual corpora.

Document Topic SciTech Other

Author Gender
Male 524 518
Female 180 296

Table 2: Topic–gender correlation: Number of docu-
ments in TED corpus for each combination

mation on the basis of gender indicating pronouns
such as he, she, his, her that are used to refer to
the authors in their biographies published in the
authors’ TED Talks profile or on other websites,
keeping only clear cases. The majority gender is
male (69%). Table 1 describes the final dataset.2

The corpus has very similar properties across lan-
guages. The main exception is the lower number of
words in Turkish which is due to the agglutinative
nature of Turkish morphology. For instance, the
English sentence with four words ”I am at your
house.” is translated into a single word Turkish
sentence ”Evinizdeyim.”

4 Experimental Design

Table 2 shows a correlation matrix for the two
attributes of topic and author gender in our
TED corpus. Indeed, the corpus shows a clear
correlation between the two: while male au-
thors are represented about equally in TED for
scientific-technological topics and other topics, fe-
male authors are underrepresented for scientific-
technological topics. As motivated in the Introduc-
tion, this situation can lead to the model mistakenly
picking up linguistic cues from one attribute to
predict the other, leading to systematic biases.

We therefore believe that this corpus can serve
as a reasonable case study for correlated document
attributes. We proceed as follows:
Experiment 1: We learn individual neural models

2Code and data are available at http://www.ims.
uni-stuttgart.de/data/ted_wassa21. This in-
cludes the documents we based our gender determination
on, along with the list of gendered pronouns we used.

http://ted.com/talks
http://www.ims.uni-stuttgart.de/data/ted_wassa21
http://www.ims.uni-stuttgart.de/data/ted_wassa21
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Figure 1: Visualization of classification architecture for
topic and author gender

for topic and gender classification. We expect,
for each attribute, that predictions are biased
regarding the other attribute.

Experiment 2: We debias these models by adver-
sarial training. We expect the models to focus
better on features that are predictive of the
individual attributes, and to show less bias.

We follow Li et al. (2018) and Zhao et al. (2020)
by measuring the amount of bias in the models as
the average difference in classification performance
between documents aggregated by author gender
(Male vs Female) or aggregated by topic (SciTech
vs Other).

5 Experiment 1: Simple Classification
and Bias Analysis

In our first experiment, we set up neural classifica-
tion models for the two tasks of topic and gender
classification individually and evaluate them for
the presence of bias in their predictions.

5.1 Method

Figure 1 depicts the model architecture we use for
both classification tasks. We use a neural text classi-
fier based on the BERT Transformer (Devlin et al.,
2019) with some adjustments. While transformers
have shown good performance on many language
tasks, most of them can only encode and generate
representations for a fixed length token sequence
– e.g., BERT implementations are often limited to
512 tokens per sequence. As the average token
number per TED talk (cf. Table 1) is much larger.
To address this limitation, we encode the input at
the paragraph level (cf. Section 3). Specifically, we
use the final hidden state corresponding to a special
classification token, [CLS], as the representation
for the corresponding paragraph. We then obtain

Language Overall By Gender

Male Female Bias
DE 81.2 80.0 84.0 4.0
ES 80.0 79.0 82.7 3.7
FR 81.5 80.2 83.7 3.5
TR 80.2 78.7 83.0 4.3
Majority BL 37.6 33.6 47.6 14.0

Table 3: F1 scores for topic classification (bottom line:
majority baseline, identical for all languages)

the global context vector for the input by summing
paragraph representations element-wise. Finally,
the global representation of the input is fed through
a Multi-Layer Perceptron to a Softmax layer. Our
model can be understood as an adaptation of stan-
dard transformer classifiers to longer texts.

5.2 Topic Classification

We first set up the model for topic classification.
We approach it as a document-level binary clas-
sification task. The input to the model is the full
transcript, and the model labels each transcript ei-
ther as “SciTech” or “Other”.

The topic classification results are shown in Ta-
ble 3, using weighted F1 score for evaluation. First,
we compare the overall performance across lan-
guages. A majority baseline performs at 37.6%
for all languages, due to the parallel design of
the dataset. The neural topic classifiers do sub-
stantially better, all showing very similar results
around 81% F-Score. Their similar performance
may be expected from the parallel nature of the cor-
pus, but it also provides support to our assumption
that the texts and transformer models perform com-
parably across languages. When we break down
these results by the other attribute we are interested,
namely author gender (Male vs Female), we find
that the prediction quality of the topic classifier is
an average of 3.6 points lower for male than for
female authors. In other words, the topic classifiers
show a consistent gender bias across languages,
presumably due to the higher-entropy (more equal)
topic distribution for male authors (cf. Table 2).
While this bias is lower than the bias of a majority
baseline (which directly reflects the correlation be-
tween the two attributes), it is still substantial and
arguably worth mitigating.



54

Language Overall By Topic

SciTech Other Bias
DE 70.8 69.0 75.0 6.0
ES 72.4 69.2 75.8 6.6
FR 82.4 82.0 83.0 1.0
TR 70.4 66.0 74.8 8.8
Majority BL 57.0 64.4 50.8 13.6

Table 4: F1 scores for gender classification (bottom
line: majority baseline, identical for all languages)

5.3 Author Gender Classification

We now address the opposite task, author gender
classification, predicting the labels Male and Fe-
male, re-using the model architecture from before.

Table 4 summarizes the results. We see a pat-
tern that differs substantially from topic classifica-
tion, with much larger cross-lingual differences in
performance. The results are again substantially
above the 57% baseline. We obtain the best re-
sult for French (82%), and the worst for Turkish
(70%), with a difference of 12% F-Score. This in-
dicates that gender classification builds much more
on language-specific information than topic classi-
fication. Arguably, for a word piece-based neural
model like BERT, a primary source of evidence on
author gender are linguistically marked expressions
in the text where the author refers to themselves.
Thus, prediction of the author gender should be
easiest if a language has a frequent and unambigu-
ous mechanism for gender marking (Corbett, 1991;
Zmigrod et al., 2019). Table 5 shows a multilingual
example where French marks gender inflectionally,
while the other languages do not. This is indicative
of the general case: The languages that we consider
in our experiment provide gender marking to dif-
ferent degrees. At one extreme, French marks most
adjectives and many nouns consistently for gender.
In contrast, Spanish marks gender only for a subset
of the lexicon, and morphologically inconsistently
(Harris, 1991); German marks only (some) nouns,
and marking is sometimes optional. At the other
extreme, Turkish does not mark gender at all.

On this basis, we would expect French to per-
form best, and lower performance for the other
three languages – exactly what we find. However,
the performances for TR, DE, and ES are surpris-
ingly close to one another, and substantially above
the baseline: on the basis of what information in
the texts do these classifiers base their predictions?

DE Genau hier wurde ich geboren und ver-
brachte die ersten sieben Jahre meines
Lebens.

ES Esta es la tierra en la que nacı́ y pasé los
primeros siete años de mi vida.

FR Je suis née ici même, et j’y ai passé les sept
premières années de ma vie.

TR Doğduğum yer burası ve hayatımın ilk yedi
yılını burada geçirdim.

Table 5: Example of inflectional gender marking in dif-
ferent languages (marking only present in French)

DE ES FR TR

SciTech/Female 75.0 75.8 83.0 74.4

Table 6: F1 scores for gender classification on SciTech
talks with a female author.

A look at the size of the biases suggests an expla-
nation: The gender classifiers for DE, ES, and TR
make substantial use of topic cues, which enables
them to proceed to some extent due to the corre-
lations between topic and gender, but also lead to
biases of 6–9% (highest for Turkish, consistent
with the analysis above). In contrast, the French
classifier is least biased, indicating that its text con-
tains enough cues for ’proper’ gender classification.
We illustrate this in Table 6, where we report re-
sults on SciTech documents with female authors,
that is, the smallest subcategory in our corpus. We
find that the gender classifier for FR significantly
outperforms the others, which provides additional
evidence that the model relies less on the topic cues
for gender classification.

Summary. For both tasks, we find that the clas-
sification performance shows a bias with respect to
the other attribute. The two tasks differ with respect
to the cross-lingual component, though: Topic clas-
sification works about equally well in all languages.
In contrast, author gender classification only works
properly in the one language that has consistent lin-
guistic marking of gender, while there is evidence
that the other languages fall back on topic features
also for this task, which directly leads to biased pre-
dictions. These observations motivate experiments
into how well these models respond to debiasing.



55

Figure 2: Visualization of debiasing by adversarial training. Left: Adversarial training of topic classifier on author
gender, Right: Adversarial training of author gender classifier on topic.

6 Experiment 2: Adversarial Debiasing

Let P be some bias attribute (e.g., gender, race, age
etc.) that we want our classifier to ignore while
learning to solve another task T . Adversarial de-
biasing seeks to achieve this by constraining rep-
resentations in a way so that representations do
not rely on P in any substantial way. To this end,
the model is trained to simultaneously predict the
correct label for task T (“main component”) and
to prevent a jointly trained adversary (“adversarial
component”) from predicting P (McHardy et al.,
2019). We define the loss functions of the main
(JM ) and adversarial (JA) components as follows:

JA = −E(x,yA)∼pdata logPθA∪θF (yA, x) (1)

JM = −E(x,yM )∼pdata logPθM∪θF (yM , x) (2)

where θA, θM are the parameters of adversarial and
main components; yA and yM are the gold labels
for main and adversary tasks. Note that the adver-
sarial and main components share the same feature
extractor (i.e., BERT) whose parameters (θF ) are
therefore updated by the gradients coming through
the objective functions of both model parts. Let
λ be the meta-parameter controlling the intensity
of the adversarial training and η the learning rate.
Then the following equations describe update rules
for each component in the model:

θM := θM − η
∂JM
∂θM

(3)

θA := θA − η
∂JA
∂θA

(4)

θF := θF − η
(
∂JM
∂θF

− λ∂JA
∂θF

)
(5)

Our application of this training method is shown
in Figure 2. We first debias the topic classifier by
author gender (left-hand box); then we proceed to

debias author gender classifier by topic (right-hand
box). For example, to de-bias the topic classifica-
tion, JM is the topic loss and JA the author gender
loss; vice versa for author gender de-biasing.

6.1 Topic-Debiased Gender Classification

First, we debias topic classification to reduce the
gender bias. The left-hand side of Figure 3 com-
pares overall results across a range of values of λ
between 0 (no adversarial training) and 1 (equal
weight of main and adversarial loss). We find that,
similar to Experiment 1, the results are essentially
identical across languages. Furthermore, the choice
of λ hardly matters in this interval: adversarial
training does not have a major impact on topic clas-
sification. We report detailed results for λ=1 in the
right-hand side of Figure 3. The small differences
between the Overall results of the Original and De-
biased models show that topic classification overall
does not lose much by debiasing for gender.3 The
breakdown by gender shows that gender bias is
substantially reduced overall. However, there are
noticeable differences among languages.

For Spanish and German, we see no overall loss
of performance in topic classification, and a sub-
stantial reduction in gender bias. For French and
Turkish, in contrast, we see a decrease of about
1.5 points in topic classification. Gender bias is
reduced for French but hardly for Turkish. This is
a somewhat surprising result, given the typological
differences between the two languages. Our expla-
nation is that in French, as discussed above, many
words are morphologically marked for gender. Due
to the correlation between the two attributes, these
can be re-used by the topic classifier, but when
they are penalized through adversarial training, we
see a mild decrease in topic classification accuracy.

3See Appendix for performance on the adversarial task.
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Topic classification (λ = 1)

Original Debiased

Overall Bias Overall Male Female Bias
DE 81.2 4.0 81.2 80.8 81.2 0.4
ES 80.0 3.7 80.0 79.2 81.6 2.4
FR 81.5 3.5 80.2 79.4 81.4 2.0
TR 80.2 4.2 78.4 76.8 80.7 3.9

Figure 3: Results for topic classification with adversarial author gender training (F1 scores). Left: Overall results
for different λ values. Right: Detail results for λ=1. Original: results from Experiment 1 (cf. Table 3). Lower bias
for each language bolded.

Author gender classification (λ = 0.2)

Original Debiased

Overall Bias Overall SciTech Other Bias
DE 70.8 6.0 68.0 63.8 72.2 8.4
ES 72.4 6.6 66.2 62.8 69.2 6.4
FR 82.4 1.0 82.6 82.6 82.6 0.0
TR 70.4 8.8 66.4 64.0 68.8 4.4

Figure 4: Results for author gender classification with adversarial topic training (F1 scores). Left: Overall results
for different λ values. Right: Detail results for λ=0.2. Original: results from Experiment 1 (cf. Table 4). Lower
bias for each language bolded.

In Turkish, as we have argued in Experiment 1,
gender classification depends almost entirely on
topic features since there is no linguistic marking
of referent gender. Consequently, the adversarial
training works against itself to an extent, resulting
in a mildly worse topic classification but hardly any
decrease in gender bias.

6.2 Gender-Debiased Topic Classification

Now we swap the main and adversarial tasks again,
debiasing author gender classification with regard
to topic. We use the same setup as in Experiment 1.

The results are shown in Figure 4. The left-hand
side shows that varying λ has a substantial effect
this time. If we set λ to a value close to 1 – a good
choice for gender-debiased topic classification, as
we have established in the previous subsection –
this leads to a breakdown of the gender classifica-
tion model. Performance for all languages drops
to a F-Score of around 57, the level of the major-

ity baseline (cf. Table 4). Apparently, debiasing
author gender classification by adversarial training
against topic breaks the author gender classifier for
all but small values of λ.

As in the first experiment, we observe differ-
ences among languages: French stands out as the
language for which the gender classification ’holds
out’ the longest for high values of λ. Its ultimate
failure indicates that even for French, gender mark-
ing on its own is not strong enough to support the
author gender identification task – or at least our
models are not powerful enough to pick up on these
cues. The other languages, which, as we have ar-
gued in Experiment 1, make substantial use of topic
cues for gender classification, fail even earlier.

The right-hand side of Figure 4 reports detailed
results for λ=0.2. In line with our analyses above,
debiasing works for French but not for the other
languages: We find clear decreases in performance
(up to 6.2 points, for Spanish), and inconclusive
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Attr 1

Attr 2

Attr 1

Attr 2 Attr 2
Attr 1(a) (b) (c)

Figure 5: Three cases of latent feature space geometry
for two attributes: (a) independent, (b) correlated, (c)
subsumed

changes in bias (decrease for Turkish by 4.4 points,
increase for German by 1.6 points). While the pat-
terns for these languages are not straightforward
to interpret, it seems safe to conclude that topic-
debiasing author gender is a failure both with re-
gard to model performance and reduction of bias.

7 Discussion

The results of our two experiments show an intrigu-
ing asymmetry between the two tasks of topic and
author gender classification when debiased for the
respective other attribute. Reducing author gender
bias in topic classification with adversarial train-
ing proceeds as expected, is relatively robust to the
choice of λ in the interval between 0 and 1, and
shows a consistent pattern across languages which
can be explained by the properties of the languages
involved. In contrast, reducing topic bias in author
gender classification relies heavily on λ, quickly
deteriorating to baseline level for large values of λ,
and does not consistently manage to reduce bias in
any case. This asymmetry cannot be an artifact of
model architecture or data alone, since we use the
same model architecture on the same data.

Instead, we believe that these patterns result
from an interaction between the representation
learning of the model and the information that the
model can draw from the data. They can be un-
derstood through the latent feature space of the
final shared layer in our architecture below the two
heads (cf. Figure 2), where each class can be char-
acterized by a region of informative features.

Figure 5 shows Venn diagram-style depictions of
the three possible cases for a pair of attributes. In
the left-hand case, (a), there is no overlap between
the latent features of the two attributes. That is, the
two attributes are independent of one another, and
so is learning. However, this is by definition the
case without correlations among attributes that we
do not consider. In the center case, (b), there is
an intersection between the latent features of the
two attributes. The classifiers’ use of this overlap
potentially creates biases, but adversarial training

exactly punishes the use of this region of latent
feature space. Thus, debiased classifiers can learn
either attribute to the extent that the part of the
feature space outside the intersection is still suf-
ficiently informative. The right-hand case, (c), is
the limit case when one of the two attributes does
not have an independent standing, that is, the infor-
mative latent features of attribute 1 are completely
contained in the informative feature space of at-
tribute 2. This leads to biases in either classifier
just as case (b), but also creates an asymmetry in
the effect of adversarial debiasing: Attribute 2 can
be debiased by simply ’cutting out’ the informative
space of attribute 1, but debiasing attribute 1 in the
opposite manner results in an empty feature space
for attribute 1, and we would expect the classifier
to revert to baseline performance.

This set theoretic visualization is a major simpli-
fication of the latent feature space in neural models,
where the three cases cannot apply categorially —
they rather represent different points on a contin-
uum. Nevertheless, the predictions of the subsump-
tion case, (c), match our experimental results well:
Assuming that author gender features are included
in topic features, we would expect to find success-
ful debiasing of the topic classifier, but breakdown
of the debiased author gender classifier. This is ex-
actly the pattern of results that we have observed.

Note that this analysis builds on the behavior of
the features of the attributes in the training data, in
particular in a representation learning approach like
the one we have pursued. In other words, changes
of the data – or differences within the data, such as
between languages – are expected to influence the
outcome. Again, this is what we see: French, due
to its consistent morphological marking of gender,
is closer to case (b), while the other languages are
closer to case (c).

8 Conclusion

This paper was concerned with text classification
for correlated attributes, which pose an important
but often overlooked challenge to model fairness
– in particular, as we have argued, in the case of
demographic attributes.

We specifically analyzed the relationship be-
tween document topic and author gender. We es-
tablished that topic classifiers exhibit gender bias
and author gender classifiers show topic bias; that
adversarial debiasing corrects gender bias in topic
classification but breaks down in the opposite di-
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rection; and that this effect varies by language.
Beyond the concrete study, our contribution is

to draw attention to the general question of prereq-
uisites for successful adversarial debiasing, which,
to our knowledge, has not received much attention.
Our results indicate that when the target attribute
and the bias attribute are too strongly correlated –
or, indeed, when the target attribute is subsumed by
the bias attribute – adversarial debiasing fails: with
a small weight on the bias component, no debias-
ing takes place; with a large weight, target attribute
classification deteriorates to baseline level.

Furthermore, we find that the linguistic expres-
sion of the attributes matters greatly: the only lan-
guage for which we achieved satisfactory results
was French, due to the consistent morphological
marking of gender which can be captured inde-
pendently of topic (Zmigrod et al., 2019). This
highlights the importance of understanding the dif-
ferences between languages regarding how they
encode content (Dubossarsky et al., 2019), and un-
derscores the importance of cross-lingual methods.

In future work, we plan to develop a diagnostic
to recognize potentially problematic constellations
of correlated attributes and improve debiasing.
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Appendix

A Training of BERT-based document
classifiers

In our experiments, for each language we con-
sider we use a cased BERT variant that was trained
specifically for the target language.4 We use the
Adam optimizer with learning rates of 5e-5, β1 =
0.9, β2 = 0.999, a batch size of 48, a gradient clip
threshold of 1.0 and a dropout with p=0.5 on all
layers. We train the model for 15 epochs. The
Multi Layer Perceptron consists of a single hid-
den layer with 300 hidden units. We evaluate each
classifier using weighted F1-Score which calcu-
late metrics for each label, and find their average
weighted by the number of true instances for each
label. We repeat every experiment using 5 random
train (80%) test (20%) splits and report average of
these 5 experiments.

B Adversarial Debiasing: Performance on
adversarial tasks

In addition to majority class classifier and non-
adversarial model, we use a third baseline model
to analyze how adversarial debiasing effects the
model’s performance on the adversary task. First,
we train feature extractor along with the topic clas-
sifier head on the topic classification task. Next,
we freeze the weights of the feature extractor and

4DE: https://deepset.ai/german-bert,
ES: https://github.com/dccuchile/beto,
FR: https://camembert-model.fr/, TR:
https://github.com/dbmdz/berts
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Overall

Adv Baseline
DE 39.8 67.0
ES 22.6 66.2
FR 14.0 67.6
TR 22.6 69.0

Table 7: Gender classification F-scores of gender-
debiased topic classifier and baseline model. For main
task evaluation, see Figure 3.

Overall

Adv Baseline
DE 34.0 74.1
ES 37.0 72.0
FR 34.6 78.2
TR 32.8 69.2

Table 8: Topic classification F-scores of topic-debiased
gender classifier and baseline model. For main task
evaluation, check Figure 4.

train the gender classifier on top of it. Table 7 sum-
marizes the results for gender classification. Sig-
nificant drop in gender classification performance
indicates effectiveness of adversarial training.

As we swapped the main and adversarial tasks,
we modify the baseline in the same way too. We
start with training the feature extractor and gen-
der classifier head on the topic classification task.
Then,we freeze the feature extractor, remove the
gender classifier and train the topic classifier on
top of freezed feature extractor. Table 8 reports
the results on topic classification. Similar to Ta-
ble 7, adversarial debiasing drops the adversarial
task (i.e. topic classification) performance signif-
icantly. However, as Figure 4 shows it leads to
slight to moderate decrease in gender classification
performance and inconclusive changes with regard
to topic bias.


