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Abstract

Many new books get published every year, and
only a fraction of them become popular among
the readers. So the prediction of a book suc-
cess can be a very useful parameter for pub-
lishers to make a reliable decision. This ar-
ticle presents the study of semantic word as-
sociations using the word embedding of book
content for a set of Roget’s thesaurus concepts
for book success prediction. In this work, we
discuss the method to represent a book as a
spectrum of concepts based on the association
score between its content embedding and a
global embedding (i.e. fastText) for a set of se-
mantically linked word clusters. We show that
the semantic word associations outperform the
previous methods for book success prediction.
In addition, we present that semantic word as-
sociations also provide better results than us-
ing features like the frequency of word groups
in Roget’s thesaurus, LIWC (a popular tool
for linguistic inquiry and word count), NRC
(word association emotion lexicon), and part
of speech (PoS). Our study reports that con-
cept associations based on Roget’s Thesaurus
using word embedding of individual novel re-
sulted in the state-of-the-art performance of
0.89 average weighted F1-score for book suc-
cess prediction. Finally, we present a set of
dominant themes that contribute towards the
popularity of a book for a specific genre.

1 Introduction
Every year a lot of literary fictions get published
and only a few of them achieve the popularity. So
it is very important to be able to predict the success
of a book before the publisher commits a signifi-
cant effort and resources for it. Many factors con-
tribute to the success of a book. The story, plot, and
character development, all have specific role in the
popularity of a book. There are some other factors

*Both authors contributed equally to this research.

Figure 1: This figure represents average word embed-
ding association scores for 24 themes as defined in the
Roget’s thesaurus. We observe that corresponding as-
sociation scores for historical fiction books, such as the
successful book The Prince and the Pauper, and the
unsuccessful book The House of the Seven Gables are
very different. The success of those books were defined
using their corresponding Goodreads-rating.

like the time when the book has been published,
the author’s reputation, the marketing strategy, etc
that may also influence a book’s popularity. In this
paper, we only focus on understanding a set of con-
cepts’ associations extracted from the content of
the book to predict its success.

According to the theory of word embedding, the
vector representation of a word in the embedding
space captures its semantic relationship with other
words based on co-occurrence in the corpus. Kulka-
rni et al. (2015), and Hamilton et al. (2016a) de-
veloped methods for detecting the statistically sig-
nificant linguistic change using word embedding.
In the meantime, Caliskan et al. (2017) developed
the concepts of word embedding association test
(WEAT) to uncover the gender bias and ethnicity
bias. Following these studies, Garg et al. (2018),
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and Jones et al. (2020) used 100 years of text data
and demonstrated that word embedding can be used
as a powerful tool to quantify historical trends and
social change. For every time period, they warp the
vector spaces into one unified coordinate system
and construct a distance-based distributional time
series for each word to track its linguistic displace-
ment over time. Our idea is to use the associations
of different semantically linked word groups or
concepts in a book and investigate how its impact
on book success prediction.

In this article, we study the efficacy of word asso-
ciations to represent literature as a spectrum of in-
dividually organized concepts as a set of connoted
words in the popular Roget’s Thesaurus (Roget and
Roget, 1886). We represent word association as
the Euclidean distance between two words in the
embedding space. To find the association of book
content to a set of concepts, we compute the aver-
age Euclidean distance for each set of semantically
linked word vectors of a book’s normalized embed-
ding space to the respective word representation
in the global embedding space. The concept of
word embedding normalization and the word asso-
ciation score has been used successfully in many
recent research works for computing the gender
associations (Jones et al., 2020).

In Figure 1, we show word associations of promi-
nent themes for a successful book The Prince and
the Pauper having Goodreads-rating > 3.5, and an
unsuccessful book The House of the Seven Gables
with a Goodreads-rating < 3.5. We observe that
the average association score of each theme vary
between these two books. We analyze the impact
of these associations score for the success of each
book, and obtain a set of dominant concepts that
play an important role for a book success. In this
paper, we include following research contributions:

• We developed necessary methods to represent
a book as the spectrum of word associations
for a set of semantically linked words.

• We present genre-wise book success predic-
tion model using semantic word associations
as features, and show that the model can
achieve the best average weighted F1-score of
0.89.

• We derived a set of dominant features for each
genre showing the impact of those features for
interpreting the prediction of book success.

2 Related Work

In the earlier work, Ashok et al. (2013) used stylis-
tic approaches, such as unigram, bigram, distribu-
tion of the part-of-speech, grammatical rules, con-
stituents, sentiment, and connotation as features
and used Liblinear SVM (Fan et al., 2008) for the
classification task. They used books from total 8
genres, and they were able to achieve an average
accuracy of 73.50% for all the genres.

van Cranenburgh and Koolen (2015) distin-
guished highly literary works from less literary
works using textual features e.g. bigram. Vonnegut
(1981); Reagan et al. (2016) worked on emotion
along with the book for success prediction.

Maharjan et al. (2017) used a set of hand-crafted
features in combination with recurrent neural net-
work and generated feature representation to pre-
dict the success, and obtained an average accuracy
of 73.50% for the 8 genres. They also performed
several experiments, including using all the fea-
tures from Ashok et al. (2013), sentiment concept
(Cambria et al., 2018), different readability metrics,
Doc2Vec (Le and Mikolov, 2014) representation of
a book, and unaligned Word2Vec (Mikolov et al.,
2015) model of the book.

In a more recent work by Maharjan et al. (2018a),
they used the flow of the emotions across the book
for success prediction and obtained an F1-score
of 69%. They divided the book into some chunks,
counted the frequency of emotional associations
for each word using the NRC emotion lexicon (Mo-
hammad and Turney, 2013), and used a recurrent
neural network with an attention mechanism to pre-
dict both the genre and the success.

Jarmasz and Szpakowicz (2004); Jarmasz (2012)
showed that Roget’s has turned out to be an excel-
lent resource for measuring semantic similarity and
the words in Roget’s word clusters have higher cor-
relation than many other prominent word groups
e.g., Wordnet Miller (1998). Guyon et al. (2002)
used SVM weights for assigning ranks in the fea-
ture selection process. They verified that the top-
ranked genes found by SVM have biological rele-
vance to cancer and the SVM classifier with SVM
selected features worked better than other classi-
fiers in determining the relevant features along with
the classification task.

3 Dataset

In this study, we use the dataset introduced by Ma-
harjan et al. (2017), a publicly available dataset
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Genre Unsuccessful Successful Total
Detective Mystery 60 46 106
Drama 29 70 99
Fiction 30 81 111
Historical Fiction 16 65 81
Love Stories 20 60 80
Poetry 23 158 181
Science Fiction 48 39 87
Short Stories 123 135 258
Total 349 654 1,003

Table 1: The book dataset originally introduced by Ma-
harjan et al. (2017) is used in this research work for
success prediction. Each book in this dataset belongs
to one of the eight genres. Here we have the most num-
ber of books from the Short Stories genre(258) and the
least number of books from the Love Stories genre(80).

comprising of total 1,003 books. All of these books
are downloaded from the Project Gutenberg1. De-
tails of the dataset are given in Table 1. Each of
these books are labeled as either successful (1) or
unsuccessful (0). The definition of the success of
a book is based on Goodreads2 ratings. A book
is considered successful if it had been rated by at
least 10 Goodreads users and has a Goodreads rat-
ing ≥ 3.5 out of 5. In this corpus, there are 349
unsuccessful books and 654 successful books. Af-
ter downloading the books we used the NLTK API
for data processing (Bird et al., 2009). For each
book, we extracted the part-of-speech (PoS) tag
frequencies using the Stanford CoreNLPParser, the
Roget’s Thesaurus category frequencies (Roget and
Roget, 1886; Manning et al., 2014).

Linguistic Models
We utilized four linguistic models for our quan-
titative analysis. Two of the models - PoS and
NRC are our own implementation of models used
in Ashok et al. (2013) and Maharjan et al. (2018a).
Our two additional models have not been used to
make these types of qualitative conclusions until
now. The linguistic models used in our frequency
and association analysis are described below.
PoS: Part of Speech or PoS is a category to which
a word is assigned in accordance with its syntactic
functions. PoS provides context and classification
to words that helps with better understanding of
the purpose of word choice. We used NLTK PoS
tagger to label our tokens.
LIWC: Linguistic Inquiry and Word Count (Pen-
nebaker et al., 2015) is a text analysis program

1https://www.gutenberg.org/
2https://www.goodreads.com

that counts words in psychologically meaningful
categories. We used 72 LIWC categories for our
experiments.
NRC: The distribution of sentiments is one way of
looking at books. We used ten categories from
NRC (trust, fear, negative, sadness, anger, sur-
prise, positive, disgust, joy, anticipation) to quan-
tify shifts in sentiment across the book.
Roget’s Thesaurus: It is composed of 6 primary
classes and each class is composed of multiple
themes. There are total 24 themes that are further
divided into multiple concepts. We used 1,019
word categories from the Roget’s Thesaurus for the
book success prediction.

4 Methodology
In order to predict the success of a book, one of our
major research questions was how we can represent
a book properly. We explored a wide range of
feature sets and performed multiple experiments in
order to find the most suitable feature set that can
represent the concept, emotion and writing style
of a book. In this section, we discuss the relevant
methods that we used for the study of book success
prediction.

4.1 Frequency Distribution
We explore 4 different word frequency distribu-
tions, such as (1) Roget’s Thesaurus, (2) LIWC, (3)
NRC and (4) PoS as the feature sets for the book
success prediction. We first experimented with fre-
quency distribution of Roget word categories to
predict the success of a book. To perform this task,
we compute the unit normalized word frequency
distribution for each book. Here, frequency is com-
puted for word groups rather than individual words.
If a word falls under multiple word group its fre-
quency contributes to all of them. The frequency
count of a word group is the summation of frequen-
cies of all the underlying words in that group. And
finally, we apply the classifier as discussed in the
subsection 4.4 for the book success prediction us-
ing Roget’s word group frequency distributions as
a feature of individual book. We repeat the above
steps for creating three other feature sets based on
the word frequency distributions of LIWC, NRC,
and PoS for each book.

4.2 Association Score
To represent a book as a vector of concept asso-
ciation score, we first create the word embedding
vectors from the respective book’s content. We
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Figure 2: Steps in computing the concept association. At first, word vectors for the global embedding (fastText)
and local embedding (individual book embedding) are aligned to a unified space (Steps 1 - 3). Then, for each word,
we compute the Euclidean distance of its representative vector from the global and aligned local embedding. The
Euclidean distance of all words of each concept are then averaged to calculate the association score (Steps 4 - 6).

then align each book embedding to a global embed-
ding space so that each book can be analyzed with
respect to a reference embedding space (Mikolov
et al., 2018). To generate the word embedding of
each book, we considered the fastText embedding
generation methods (Bojanowski et al., 2017). On
the contrary to Word2Vec and Glove, fastText treats
each word in corpus like an atomic entity and gener-
ate a vector for each word. In fastText embedding,
the vector representation for a word is created de-
pending on its constituent character n-grams. This
method generates better word embedding for rare
words and out of vocabulary words.

To do the embedding space alignment, we use
the methods described in the paper (Artetxe et al.,
2018) including 4 other methods described in
(Hamilton et al., 2016b; Kendall, 1989). Intuitively,
we have two embedding space for each book, one
is the original or local embedding of the book and
the other is global fastText embedding. For every

Figure 3: Distribution of the word association for Ro-
get concept words using different alignments methods

word present in a book embedding, we calculate the
Euclidean distance. The distribution of the distance
using different alignment methods is shown in Fig-
ure 3 for the word embedding of 10 books. Ulti-
mately, we use the method named VecMap (Artetxe
et al., 2018) as it results in minimum distance after
vector alignment.

To represent a book as a vector of concept asso-
ciation score, we first create the fastText word em-
bedding vectors from the respective book’s content.
As a result, we obtain two individual embedding
spaces, one for book and another for the global em-
bedding space. We align the book embedding space
to the global embedding space so that each book
can be analyzed with respect to a reference embed-
ding space (Refer to Figure 2: Steps 1 - 3). To
find the concept association score, we compute the
average Euclidean distance from the book’s aligned
embedding vectors to the global embedding vec-
tors for each semantically linked word cluster. We
depict the process in Figure 2 (Steps 4 - 6).

We use the wiki word embedding model (Bo-
janowski et al., 2017) as our global embedding
space. It is trained on Wikipedia using fastText. For
the compatibility of book embedding and global
embedding, we use fastText to produce word em-
bedding for each book individually. Each generated
word vector is 300 dimensional. We use skip-gram
as a training algorithm. We then tune the num-
ber of iterations over the book content (epochs) by
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Figure 4: Association of different concepts with 8 genres. The x-axis is the mean association score of the words in
a Roget concept, and the y-axis is the frequency observed for each book.

running 20 different experiments with a random se-
lection of diverse values of epochs, and then select
50 as the epoch. To generate word embedding vec-
tors for each book, we only consider those words
that have a minimum word count 2.

Therefore, each book of the dataset is repre-
sented using a feature vector of length 1,019 fol-
lowing the word category definition in Roget’s The-
saurus. Figure 4 shows the distribution of different
Roget concept associations for 8 different genres.
From these distributions, it is clear that different
concepts have different impact on each genre. We
also perform the Kolmogorov-Smirnov Test (kol,
2008) to check whether these distributions are dif-
ferent or not. In most of the cases, we find that
a pair of the the distributions are significantly dif-
ferent from each other as per the statistical test.
Finally, we apply the classifier described in sub-
section 4.4 on the set of association scores of each
book for book success prediction task.

4.3 Feature Selection

The feature selection process selects a subset of
features that can efficiently describe the input sam-
ples. As a result, this step eliminates the inter-
dependent and irrelevant variables, reduce effects
from noise, and finally improve classification per-
formance. Among various feature selection meth-
ods, we use the filter method (John et al., 1994) to
identify relevant features. In this method, all the
features are ranked based on a score or weight that
is used to denote the feature relevance. This list
of features is optimized or shortened depending on
a defined threshold to improve the model predic-

tion. We set the limit of shortened and selected
feature length as 50 to prevent the loss of important
information about a book.

In our experiments, we use the weighted linear
SVM as a classifier. To predict the class of any
testing sample x, the decision function for this clas-
sifier is given below.

f(x) = sgn(wTφ(x) + b) (1)

If f(x) < 0, the book is predicted as unsuc-
cessful and if f(x) > 0 the book is predicted as
successful. Here, feature weight vector w in Equa-
tion 1 is determined by training the linear SVM
classifier. This weight vector w can be used to
find out the relevance of each feature (Guyon et al.,
2002) . The feature values φ(x) in Equation 1 can
only be positive for the book success prediction
using both frequency and association analysis as
feature. So the larger the value |wi| is, the more
it contributes for deciding the sign of the decision
function. It is worth mentioning that linear SVM
classifier with optimized feature set is intuitively
an efficient process as both the tasks use the same
decision model. Thus selection of decision bound-
ary for SVM and selection of relevant features are
tightly connected (Bron et al., 2015).

4.4 Model Evaluation
For our prediction task, we used weighted linear
SVM (Fan et al., 2008) as a classifier with L2 regu-
larization over training data. We used grid-search
in order to tune regularization hyperparameter C for
weighted linear SVM. To tune the weighted linear
SVM parameter C, we used the tool gridsearchCV
(Pedregosa et al., 2011) and performed a search
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over the values ranging 1e(−4to3). Then the best
value of C was used as a regularization parameter
for the weighted linear SVM. To mitigate the over-
fitting problem, we used 5-fold cross-validation to
measure our performance. Thus, our dataset was
randomly split into 5 equal segments, and results
were averaged over 5 trials. In each trial, the model
was trained on 4 segments and tested on the last
segment.

We present the algorithms for Association Score
Calculation, Feature Ranking Based on Linear
SVM Weights, and Training and Prediction in the
Appendix Algorithms 1-3.

5 Results

5.1 Baseline Model
Prior works have been done on book success predic-
tion using the dataset introduced in Maharjan et al.
(2017). Among them, some of the best weighted
F1-scores for the book success prediction tasks
are 0.69 for Book2Vec (DBoW+DMM) (Maharjan
et al., 2017), 0.67 for the Emotion Flow (Maharjan
et al., 2018a), 0.71 for Annotated char-3gram(AC3)
(Maharjan et al., 2019), and 0.75 for the genre at-
tention with RNN method (Maharjan et al., 2018b)
which achieved the state-of-the-art performance.
We set the weighted F1 score of 0.75 as our base-
line result and proceed to our experiments.

5.2 Book Success Using Word Group Fre-
quency

Our first set of experiments were devised using
PoS, NRC and LIWC feature sets having 10, 44,
72 features respectively. As we decided 50 as the
lowest number of selected features in subsection
4.3, we did not apply the feature selection method
for PoS and NRC categories. Table 2 shows that
feature set using PoS and NRC word frequencies
could obtain average weighted F1 scores of 0.65
and 0.67 respectively. After employing the feature
selection method for LIWC, we obtained an aver-
age weighted F1 score of 0.69 which is a slight
improvement over the previous two methods but it
still fails to outperform the baseline result.

5.3 Book Success Using Roget’s Word
Group Frequency

For this modeling task, we started with the semantic
word association scores of 1,019 Roget’s thesaurus
concepts as features. As discussed in the method-
ology section, we performed feature selection for

optimized model performance. As a result, this
method yielded a performance gain of 0.88 average
weighted F1 score beating the baseline results by
a large margin (Table 2). In order to investigate
the interpretability of the results we obtained from
Roget frequency, we dived deeper into the anal-
ysis and explored the discriminative features for
classifying successful and unsuccessful books for
different genres. The visualization we produced
for ”Detective and Mystery Stories” is placed in
the Appendix Figure 9. Although we obtained a
result that outperformed the state-of-the-art perfor-
mance using this analysis, it fails to discover more
meaningful insights than association analysis that
we discussed in the following subsections 5.4 and
5.5.

5.4 Book Success Using Word Association

As all our previous experiments are based on fre-
quency distribution of lexical features, they failed
to capture the essential semantic features that have
an enormous impact on book success. To deal
with this problem, we performed an association
analysis using Roget’s word groups that were cat-
aloged based on semantic meaning as discussed
in subsection 4.2. The feature selection result for
each genre are presented in the Figure 5. It can
be observed that as we keep filtering out irrelevant
features, the performance for book success predic-
tion for each genre increased. But after reaching
a certain level, further feature reduction caused a
monotonous decline in performance as it discarded
important features. The best result obtained using
Roget Association is an average weighted F1 score
of 0.89 which outperforms not only the baseline
results but also the state-of-art result we obtained
using Roget’s word group frequency (Table 2).

As mentioned earlier, our modeling experiments
were performed using the genre-wise 5-fold cross
validation. To further identify any overfitting char-
acteristics in the modeling we computed the area
under precision-recall curve (AUC of PR-curve).
As our dataset is not balanced, we used PR-curve to
validate or interpret our result. In the Appendix Fig-
ure 1, we show genre-wise precision-recall plots,
where we draw a combined precision-recall curve
of 5-fold cross-validation. Most of the combined
results are above an AUC of 0.90 except Detective
and Short Stories having that slightly less than 0.90
AUC. This proves that our model performed very
well in this imbalanced dataset.
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Figure 5: We performed feature selection process for each of the 8 genres. This figure represents the weighted
F1-score achieved for different feature sets. Here the max length of the feature set is 1,019. Thus, at each iteration
a single feature was filtered based on its weight. For each genre, we select the set of features that obtain the highest
F1-score. The best performance for each genre for a particular feature set is marked with X. This plot shows an
interesting insight that it is not necessary to use more than 500 concepts/features to represent a book.

Method Genre (Weighted F1) Average
Detect Drama Fiction Hist Love Poet Scien Short Acc. W. F1 Pre Rec

Roget Association 0.90 0.97 0.90 0.92 0.95 0.86 0.86 0.77 0.89 0.89 0.86 0.87
Roget Frequency 0.92 0.90 0.86 0.93 0.87 0.83 0.89 0.83 0.88 0.88 0.85 0.86
LIWC Frequency 0.68 0.68 0.69 0.74 0.74 0.82 0.49 0.70 0.69 0.69 0.63 0.64
PoS Frequency 0.70 0.68 0.66 0.65 0.61 0.77 0.47 0.68 0.64 0.65 0.6 0.61
NRC Frequency 0.58 0.69 0.62 0.72 0.65 0.75 0.59 0.72 0.66 0.67 0.62 0.62

Table 2: Genre-wise classification results

5.5 Result Interpretation

To explore the importance of semantic word as-
sociations in book success prediction, we present
sunburst plot of reduced feature set. In figure 6, we
observe that “Detective and Mystery” is the most in-
teresting since it goes against expectations in a way
that makes sense. Specifically, we would probably
expect the Intellectual Faculties, Related To Matter,
and Abstract Relation categories to be positively as-
sociated with stories about solving a crime/mystery
using intellect, evidence, and abstract relationships.
However, it appears that the most popular stories
of this genre actually favor things that have less to
do with evidence and more to do with characters
and their choices/feelings. This is illustrated by the
positive associations of Voluntary Powers, Related
To Space, and Sentiment and Moral Powers. In
other words, it seems readers like it best when a
detective solves a mystery because he/she is ”the
good guy” who makes the right choices, rather than
through real detective work.

Among all the 24 themes, Intellectual Faculties
shows some interesting insights about the success
prediction of a book. So we’ll discuss about the
impact of this theme in classifying books across
different genres. The top features that the weighted
linear SVM classifier determined for successful po-
etry books are Analogy, Obscurity, Overestimation,
etc. This sheds light on the writing style of many
of the greatest poems where the poets show a con-
nection between materialistic and abstract entities
while keeping some room for the readers to per-
ceive the same poem with their own different flavor
of apprehension. This finding is further validated
by the presence of Perspicuity as one of the top fea-
tures for unsuccessful poetry books. For example,
take the following poem -

O my Luve is like a red, red rose
That’s newly sprung in June;

O my Luve is like the melody
That’s sweetly played in tune.

— Robert Burns
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Figure 6: The large sunburst presents a comprehensive review of the most discriminative Roget classes, themes
and concepts for a single genre, “Detective Mystery”. While the small circles represent the disriminative feature
distribution across multiple genres for a common Roget class, “Intellectual Faculties”. We consider the top 30
discriminative features for both successful and unsuccessful books. Discriminative features for successful and
unsuccessful books are colored with green and red respectively.

Here, the analogy between love and rose may
arise a debate between the readers where one side
will find the poem expressing that love is beauti-
ful like a rose while the opposition might say this
poem is indicating the delicacy and fragility of love.
For the Love Stories genre, concepts like Thought,
Reasoning, Conversation, Perspicuity work as im-
portant features for a successful book prediction.
This goes against the normal way of thinking that
a good love story book should only contain over-
flowing emotions, gestures that abandon earthly
reasonings for the triumph of romance, etc. But
it seems like the readers tend to prefer romantic
books where lovers also consider their logical rea-
soning, worldly obligations while trying to win
over their love. The ‘Intellectual Faculties’ section
has an overall positive impact on detecting suc-
cessful books of the Science Fiction genre. It is
expected, as the main focus of successful science
fiction books is towards many scientific revolutions
or the main timeline of the story is set on futuristic
utopian or dystopian civilization where new tech-
nology is introduced. We present the sunburst plot
for all genres in the Appendix Figures 2-8.

6 Conclusion and Future Work

We present a novel study of word association of
book content to predict the success of book and
show that semantic word association features can
be new vertical of the classification based task. Our
empirical results demonstrate that word associa-
tion and different types of concepts can be very
useful to capture the book’s literary content and
can predict the book success with better accuracy.
Rather than individual word frequency, the set of
words with similar concepts has been proved to
be more effective. We will continue our research
work in this area and we intend to perform the ex-
periments on a bigger data set in the future. We
hypothesize that instead of preparing word embed-
ding for individual book, we can retrain the global
embedding using genre-wise data. This genre spe-
cialized embedding can help us to obtain a much
better result for two reasons - as each embedding
will be retrained on individual genre, the quality of
generated embedding is expected to be better and
it will represent the genre specific context for each
word more explicitly.
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Appendix

Algorithm 1: Association Score Calculate
Input: Books bi, i = 1, ..., n.

Roget Concepts ri, i = 1, ..., c
Global Word Embedding EG

Output: The association vector
ai, i = 1, ..., n

1 for i← 1 to n do
2 Pbi = Embedding(bi)
3 Ebi = Align(Pbi , EG)
4 for j ← 1 to c do
5 WG =Words(EG)
6 Wbi =Words(Ebi)
7 Wrj =Words(rj)
8 W =WG ∩Wbi ∩Wrj

9 for k ← 1 to len(W ) do
10 V GWk

= EG[Wk]
11 V LWk

= Ebi [Wk]
12 Dk =√∑L

l=1 (V GWk,l − V LWk,l)
2

13 end
14 ai,j = AV G(D)

15 end
16 end

Algorithm 2: Feature Ranking Based on
Linear SVM Weights
Input: Training sets, (xi, yi) , i = 1, ..., l.
Output: Sorted feature ranking list.

1. Use grid search to find the best parameter C.

2. Train a L2-loss linear SVM model using the
best C.

3. Sort the features according to the absolute
values of weights in the model.

Algorithm 3: Training and Prediction
Input: Training sets, testing sets.
Output: Predictions on nested subsets.

1. Use a feature ranking algorithm to
compute the sorted feature list
fj , j = 1, ..., n.

2. For each feature size m ∈ {50, 51, ..., n}.

(a) Generate the new training set that has
only the first m features in the sorted
feature list, fj , j = 1, ...,m.

(b) Use grid search to find the best
parameter C.

(c) Train the L2-loss linearSVM model
on the new training set.

(d) Predict the testing set using the
model.
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Figure 1: The precision-recall (PRC) plot shows precision values for corresponding sensitivity (recall) values for
the association analysis. This PRC plot provides a model-wide evaluation.

Figure 2: This figure presents a comprehensive re-
view of the most discriminative Roget classes, themes
and concepts for Roget Association Analysis of Drama
genre. We consider the top 30 discriminative features
for both successful and unsuccessful books. Discrim-
inative features for successful and unsuccessful books
are colored with green and red respectively.

Figure 3: This figure presents a comprehensive re-
view of the most discriminative Roget classes, themes
and concepts for Roget Association Analysis of Fiction
genre. We consider the top 30 discriminative features
for both successful and unsuccessful books. Discrim-
inative features for successful and unsuccessful books
are colored with green and red respectively.
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Figure 4: This figure presents a comprehensive review
of the most discriminative Roget classes, themes and
concepts for Roget Association Analysis of Historical
Fiction genre. We consider the top 30 discriminative
features for both successful and unsuccessful books.
Discriminative features for successful and unsuccessful
books are colored with green and red respectively.

Figure 5: This figure presents a comprehensive review
of the most discriminative Roget classes, themes and
concepts for Roget Association Analysis of Love Sto-
ries genre. We consider the top 30 discriminative fea-
tures for both successful and unsuccessful books. Dis-
criminative features for successful and unsuccessful
books are colored with green and red respectively.

Figure 6: This figure presents a comprehensive re-
view of the most discriminative Roget classes, themes
and concepts for Roget Association Analysis of Poetry
genre. We consider the top 30 discriminative features
for both successful and unsuccessful books. Discrim-
inative features for successful and unsuccessful books
are colored with green and red respectively.

Figure 7: This figure presents a comprehensive review
of the most discriminative Roget classes, themes and
concepts for Roget Association Analysis of Science
Fiction genre. We consider the top 34 and 26 discrim-
inative features for successful and unsuccessful books
respectively. Discriminative features for successful and
unsuccessful books are colored with green and red re-
spectively.
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Figure 8: This figure presents a comprehensive review
of the most discriminative Roget classes, themes and
concepts for Roget Association Analysis of Short Sto-
ries genre. We consider the top 36 and 24 discrimina-
tive features for successful and unsuccessful books re-
spectively. Discriminative features for successful and
unsuccessful books are colored with green and red re-
spectively.

Figure 9: This figure presents a comprehensive review
of the most discriminative Roget classes, themes and
concepts for Roget Frequency Analysis of Detective
and Mystery genre. We consider the top 30 discrim-
inative features for both successful and unsuccessful
books. Discriminative features for successful and un-
successful books are colored with green and red respec-
tively.


