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Abstract

This paper describes the system developed by
the Laboratoire d’analyse statistique des textes
(LAST) for the Lexical Complexity Prediction
shared task at SemEval-2021. The proposed
system is made up of a LightGBM model fed
with features obtained from many word fre-
quency lists, published lexical norms and psy-
chometric data. For tackling the specificity
of the multi-word task, it uses bigram associ-
ation measures. Despite that the only contex-
tual feature used was sentence length, the sys-
tem achieved an honorable performance in the
multi-word task, but poorer in the single word
task. The bigram association measures were
found useful, but to a limited extent.

1 Introduction

For more than half a century, many studies have
been carried out to collect norms about formal and
semantic properties of words, such as frequency of
use, spelling regularity, familiarity, age of acquisi-
tion, or emotional valence (Proctor and Vu, 1999).
Some of these properties can be easily harvested
through automatic counting procedures applied to
corpora. Other properties, such as familiarity or
emotional valence, are obtained by requiring par-
ticipants, often more than ten, to rate the words
on these dimensions. In psycholinguistics, these
norms have been mainly used for selecting experi-
mental materials (Wilson, 1988). In computational
linguistics, they are used in opinion mining, in the
evaluation of foreign language skills and in text
simplification for instance (Pang and Lee, 2008;
Kyle et al., 2018). Obtaining lexical norms that
require human evaluations is extremely costly in
time and resources, which greatly reduces their size.
However, huge norms are essential in applications
(Bestgen, 1994). This observation has led to the de-
velopment of automatic techniques to extend such

norms (Bestgen, 2002; Kamps et al., 2004; Esuli
and Sebastiani, 2006; Bestgen and Vincze, 2012).

The Lexical Complexity Prediction (LCP)
shared task at SemEval-2021 requires exactly the
development of such techniques (Shardlow et al.,
2021a). It is indeed a question of estimating the
lexical complexity, the degree of difficulty of the
words in a text. This dimension is important in NLP
applications for simplifying texts and assisting spe-
cific populations such as people with reading dis-
abilities or who are learning a foreign language. A
specificity of the LCP task is that it relates not only
to words but also to multi-word expressions which
are very rarely taken into account in norms and in
automatic extension techniques (Bestgen, 2014).
Another important feature of the task is that the
target tokens were presented to human judges in
context and that a significant number of them were
presented in several different contexts. Human an-
notations are therefore likely to reflect the impact
of the linguistic context on lexical complexity.

This paper describes the system proposed for
this task by the Laboratoire d’analyse statistique
des textes (LAST). It is based on a LightGBM
model fed with features obtained from many word
frequency lists, published lexical norms and psy-
chometric data. For tackling the specificity of the
multi-word task, it uses bigram association mea-
sures (such as Mutual Information) from research
in lexicography (Church and Hanks, 1990) and in
the automatic evaluation of texts written by En-
glish learners (Durrant and Schmitt, 2009; Bestgen
and Granger, 2014). Despite that the only contex-
tual feature used was sentence length, the system
achieved an honorable performance in the multi-
word task, ranking 9th out of 37 teams, but poorer
in the single word task, ranking 26th out of 54
teams.

In the next section, the main characteristics of
this challenge are summarized. The following sec-
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tion describes in detail the developed system. Fi-
nally, the results in the challenge are reported along
with several analyzes performed to get a better idea
of the factors that affect the system performance.

2 Task and Materials

The organizers of the challenge have made avail-
able an updated version of the CompLex dataset
(Shardlow et al., 2020) to the participating teams
for developing their systems (i.e., the learning set).
It consists of 8,083 single words and 1,616 bigrams,
all of them presented in a one-sentence context.
These sentences were taken from three English
sources in almost equal proportion: biblical text,
biomedical articles and proceedings of the Euro-
pean Parliament. The target words and bigrams
were evaluated by several judges on a 5-point Lik-
ert scale depending on whether it seemed more or
less easy to understand in this context. There were
on average 25.75 annotations per instance (Shard-
low et al., 2021b). The complexity score for each
target is the mean of these ratings. In this materials,
a non-negligible proportion of the targets were pre-
sented several times in different sentences in order
to assess the impact of this context on the complex-
ity assessment. The test set, collected in the same
way, consisted of 917 single words and 184 bi-
grams of which none of the targets were present in
the learning set. The challenge measure was Pear-
son’s linear correlation coefficient between human
ratings and system predictions.

3 System

The first part of this section presents the features
used to predict lexical complexity starting with
those common to both tasks and ending with those
specific to predicting the complexity of the multi-
word expressions. Next, the procedure used to
build the predictive models is described.

3.1 Features

Frequency Lists: I used the frequency of
spelling forms calculated from corpora, but also
a series of lists established by other researchers:

• The frequency in the Corpus of Contempo-
rary American English (COCA), a balanced,
425-million word corpus of American En-
glish collected from 1990 to 2011 (http:
//corpus.byu.edu/coca/).

• The frequency in the British National Cor-
pus (BNC), a 100-million word collection of
samples of written and spoken language de-
signed to represent a wide cross-section of
British English from the latter part of the
20th century (http://www.natcorp.ox.ac.
uk/corpus/).

• The Facebook frequency norms for American
English and British English of Herdagdelen
and Marelli (2017), based on approximately
1 billion tokens for each English variety, ob-
tained from publicly available English posts
collected between November 2014 and Jan-
uary 2015.

• The Rovereto Twitter Corpus frequency
norms based on 75 millions tweets, for more
than 1 billion tokens collected between De-
cember 2010 and July 2011 (Herdagdelen and
Marelli, 2017).

• The USENET Orthographic Frequencies de-
rived by Shaoul and Westbury (2006) from a
corpus of 7,781,959,860 words of USENET
postings collected between October 2005 and
August 2006.

• The Hyperspace Analogue to Language
(HAL) frequency norms provided by (Balota
et al., 2007) for more that 40,000 words.

• The frequency word list derived from the
Google’s ngram corpus available at https:
//github.com/hackerb9/gwordlist.

I also obtained the frequency of each target in each
of the three corpora provided by the organizers as
materials.

Lexical Norms and Psychometric Data: Lexi-
cal norms were mainly taken from the Glasgow
Norms (Scott et al., 2019). They contain the evalu-
ation by human raters of 5,553 English words on
the psycholinguistic dimensions of age of acquisi-
tion, arousal, concreteness, dominance, familiarity,
gender association, imageability, semantic size and
valence. I also used SemD, a measure of the seman-
tic ambiguity of a word based on variability in its
contextual usage (Hoffman et al., 2013). The psy-
chometric data were taken from the English Lex-
icon Project (Balota et al., 2007), a database that
contains, for more than 40,000 words, the reaction
time and average accuracy during lexical decision
and naming tasks performed by many participants.

http://corpus.byu.edu/coca/
http://corpus.byu.edu/coca/
http://www.natcorp.ox.ac.uk/corpus/
http://www.natcorp.ox.ac.uk/corpus/
https://github.com/hackerb9/gwordlist
https://github.com/hackerb9/gwordlist
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Other Features: Three binary features were
used to encode the corpus from which the sentence
is extracted, the initial analyzes having shown that
it was more efficient than building three models,
one per corpus. The only contextual feature taken
into account was the sentence length in tokens.

Bigram Association Measures: These features,
used only for the multi-word task, inform about the
degree of association between the two target words
according to a series of indices calculated on the
basis of the frequency in a reference corpus of the
bigram and that of the two words that compose it:
pointwise mutual information and t-score (Church
and Hanks, 1990), z-score (Berry-Rogghe, 1973),
log-likelihood Chi-square test (Dunning, 1993),
simple-ll (Evert, 2009), Dice coefficient (Kilgar-
riff et al., 2014) and the two delta-p (Kyle et al.,
2018). Bestgen and Granger (2014) refer to these
features as collgrams because they combine the
strengths of both collocations (by using association
scores) and n-grams (by using contiguous pairs of
words). The justification for their use in the LCP
task is given by works in foreign language learning
which has shown that these indices can be used to
assess the lexical richness of multi-word expres-
sions present in texts written by English learners
(Bestgen and Granger, 2014; Somasundaran et al.,
2015; Bestgen, 2018, 2019).

3.2 Supervised Learning Software

The regression models were built by the LightGBM
open software (Ke et al., 2017), a well-known im-
plementation of the gradient boosting decision tree
approach. Compared to the multiple linear regres-
sion used for this task by Shardlow et al. (2020),
this type of model has the advantages of not requir-
ing any feature preprocessing, such as a logarithmic
transformation, since it is insensitive to monotonic
transformations. It also allows a very effective
overfit control thanks to its many parameters.

3.3 Procedure

The sentences were first lemmatized by the Tree-
Tagger (Schmid, 1994). The scores on the different
lexical lists were attributed to the targets by a two-
step procedure: on the basis of the orthographic
form if it is found in the list or by using the lemma.
The handling of missing values, which occurs when
a word is not in a frequency list for example, has
been left to the LightGBM default procedure. A
large number of multi-word targets were given two

Test CV

r r
Full System 0.753 0.810

Diff. Diff.
Length -0.002 -0.001
Frequencies -0.013 -0.012
Normes -0.022 -0.027

Table 1: Difference in Pearson’s r from the full system
for the single word task when a set of features is re-
moved (ablation approach).

values for many features by this procedure, one
for each word. The corresponding features were
doubled: the first encoding the minimum value and
the second the maximum value.

The features used in the final models as well as
LightGBM parameters were optimized by a 9-fold
cross validation procedure. This led to the selection
of the following features:

• For task 1, the length of the sentence and
12 features from the frequency lists, 10 from
the lexical norms, and 8 from the psychomet-
ric data (i.e., average response latencies (raw
and standardized), standard deviations, and
accuracies for the lexical decision and naming
tasks).

• For task 2, the same features as in task 1 plus
3 features for the corpus of origin and 8 from
the bigram association measures.

The same LightGBM parameters were used for
both tasks. They were left at their default val-
ues except the followings: num iterations: 4800,
max bin: 64, min data in bin: 10, lambda l2:
0.0175, bagging freq: 5, bagging fraction: 0.66,
feature fraction: 0.09, learning rate: 0.0035,
max depth: 7, min data in leaf: 7, num leaves:
11.

4 Analyzes and Results

4.1 System Performance

The system built to predict the lexical complexity
of single words scored 0.7534 on the test material,
ranking it 26th out of 54 teams, down 0.0352 from
the best team. In the multi-word subtask, the sys-
tem finished 9th out of 37 teams with a score of
0.8417. The best team got 0.8612.
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Test CV

Line Id Sent. Length Corpus Id Norms Freq. Bigram r r

1 x x x x x 0.842 0.799

Diff. Diff.
2 x x x x -0.002 -0.001
3 x x x x -0.011 -0.003
4 x x x x -0.031 -0.015
5 x x x x -0.012 -0.004
6 x x x x -0.014 -0.014
7 x -0.096 -0.055
8 x -0.066 -0.054
9 x -0.176 -0.161

Table 2: Difference in Pearson’s r from the full system for the multi-word task using the ablation approach.

The comparison of the results obtained on the
test sets with those obtained by cross validation
shows an unexpected difference between the two
tasks. In the single word task, the correlation on
the test set was lower by 0.053 compared to that ob-
tained in CV (0.8064) while in the multi-word task
this same correlation is higher by 0.042 compared
to that obtained in CV (0.7996). It is also observed
that the best systems which participated in the two
tasks had superior performance on the multi-word
task. If the difference in performance between the
test sets and the CVs is not specific to the present
system, this would suggest that the performance
achieved in the multi-word task is rather overesti-
mated, the test set being for some unknown reason
relatively easy to predict. Although this is only
a hypothesis which requires additional analyzes,
it leads to not considering the multi-word task as
being almost solved.

4.2 Usefulness of the Different Types of
Features

In this section, the impact of the different types
of features on the system performance is assessed
using an ablation procedure. As the previous sec-
tion indicated important differences between per-
formance on the test set and by the CV approach,
results are presented for these two evaluation pro-
cedures.

Single Word Task: Table 1 shows that the sen-
tence length, the only contextual feature, is of little
use. Norms and psychometric data are more useful
than frequencies in corpora, but above all, these
two sets of features provide very similar informa-

tion since the removal of one as well as the other
harms very little the model performance. These
conclusions apply equally to the test set as to the
CV.

Multi-Word Task: The system for multi-word
expressions is based on five sets of features whose
roles in its effectiveness are shown in Table 2. The
absence of an ”x” in a column indicates that this set
of features has not been used in this version of the
model. The first line of the table gives the perfor-
mance of the system submitted for the challenge.

The length of the sentences [2] is much less use-
ful than the features which identify the corpus [3].
The comparison of the usefulness of the psychome-
tric norms and data and the frequencies in corpora
shows a contrast. When these sets are in turn ex-
cluded from the system, psychometric norms and
data [4] are more useful than frequencies in cor-
pora [5]. On the other hand, when used alone,
frequencies [8] are more effective than psychome-
tric norms and data [7]. It will be concluded that
a greater part of the contribution of the frequency
data is shared with other indices, most probably the
bigram association measures.

The specific contribution of the bigram associa-
tion measures [6] to the performance of the system
is slightly greater than that of the frequencies in
corpora. These features provide a gain of 0.014.
Without it, the system would have been ranked 15th
instead of 9th in this task. When used alone, how-
ever, bigram association measures [9] are much
less effective than norms or frequencies.

The effects of the different types of features are
almost always more important when estimated on
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Frequency Task
of the target Single Multi

1 49.2 87.4
2 19.9 7.8
3 10.2 2.2
4 6.2 0.8
5 13.5 1.8
6 or + 4.0 0.0
Total (%) 100.0 100.0
Total nbr. 3,850 1,479

Table 3: Percentage of the target frequency in the two
tasks.

Figure 1: Distribution of the range for the repeated tar-
gets in the single-word task.

the test set rather than by CV. This could result
from the initial difference in effectiveness between
the two approaches. However, this phenomenon
was not observed in the single-word task in which
a difference in effectiveness was also observed. It
is especially noted that the norms seem much more
useful for the test set than for the CV.

Potential Importance of the Context: The re-
sults presented above indicate that, in both tasks,
sentence length is of little use. Taking better ac-
count of the context is undoubtedly a way to im-
prove the system. This hypothesis is all the more
likely as the role of context could explain the differ-
ence in performance between the two tasks of this
system, but also of those of the other teams. Two
observations support this hypothesis. Firstly, an
analysis of the target frequencies in the two tasks,
presented in Table 3, shows that there are much
more repeated targets in the single-word task than
in the multi-word task, a statistically significant
difference for a Chi-square test (p < 0.0001).

Second, there are important differences between
the human evaluations for the same target shown
in different contexts. Figure 1 displays the distribu-

tion of the range (the difference between the maxi-
mum and the minimum values) of the complexity
score for the repeated targets in the single-word
task. The mean range is 0.125 and that 10% of the
repeated targets have a range greater than 0.224.
Being able to take these differences into account
in the single-word task could significantly improve
the system, provided that the differences in evalua-
tion for the same target are not just noise. Only an
analysis of the inter-rater reliability for the repeated
targets would make it possible to choose between
these two options.

5 Conclusion

The models proposed for the LCP task were built
by the LightGBM software mainly fed with norms
and frequency features. It obtained an acceptable
performance on the test set in the multi-word task
on the basis of little contextual information, but less
so in the single word task. The analyzes carried out
by a CV approach showed, on the other hand, that
the system is no better in the multi-word task. It is
therefore possible or even probable that the better
performance results from an overestimation of its
effectiveness. The bigram association measures
(aka CollGrams) have proven to be useful, but to a
limited extent.

Taking the context into account would probably
have improved the system, especially for the single
word task in which more than half of the targets
were repeated. This hypothesis, however, is based
on the assumption that differences between human
ratings for the same target in different contexts
are as reliable as their ratings for different targets.
More generally, it would be interesting to explain
the origin of the very important difference in per-
formance between the two tasks, but that does not
seem possible on the basis of the data I have access
to.
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Yves Bestgen. 2002. Détermination de la valence af-
fective de termes dans de grands corpus de textes.
In Actes du Colloque International sur la Fouille de
Texte CIFT’02, pages 81–94, Nancy. INRIA.

Yves Bestgen. 2014. Construction automatique d’un
lexique de n-grammes pour la fouille d’opinion :
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