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Abstract
This article introduces the system description
of the hub team, which explains the related
work and experimental results of our team’s
participation in SemEval 2021 Task 5: Toxic
Spans Detection. The data for this shared task
comes from some posts on the Internet. The
task goal is to identify the toxic content con-
tained in these text data. We need to find the
span of the toxic text in the text data as accu-
rately as possible. In the same post, the toxic
text may be one paragraph or multiple para-
graphs. Our team uses a classification scheme
based on word-level to accomplish this task.
The system we used to submit the results is
ALBERT+BILSTM+CRF. The result evalua-
tion index of the task submission is the F1
score, and the final score of the prediction re-
sult of the test set submitted by our team is
0.6640226029.

1 Introduction and Background

From the popularization of the Internet to the first
year of the mobile Internet in 2011, the number of
online social media and social media users has con-
tinued to grow. In the context of the ever-expanding
user base, coupled with the free and interactive
features of online social media communication.
Therefore, online social media has exposed many
issues worthy of our attention, such as the lack of
communication standards and the out-of-control of
information dissemination, which makes the dis-
semination of online social media prone to various
negative functions (Baccarella et al., 2018).

The task of toxic span detection is to detect
the span of text with toxic information in the text
(Pavlopoulos et al., 2021). The goal of the task
is to predict the beginning and ending character
positions in the text as accurately as possible. Re-
viewing the content in online media can effectively
avoid the spread of a series of negative informa-
tion such as cyber violence, cyberbullying, and

false news. Audits are essential to promote healthy
online discussions. However, the content and num-
ber of posts in social media are too large, and the
manual review method obviously cannot achieve
a good effect. Therefore, in combination with the
development of modern technology, achieving a
semi-automatic audit is the best solution.

2 Related Work

There are many different kinds of methods for iden-
tifying negative information in social media, but
usually, these methods mainly focus on supervised
learning. Simple SurfaceFeatures similar to the
bag of words model can provide very clear and
easy-to-understand information in text processing
tasks. The general approach of this method is to
merge multiple larger n-grams into a feature set
(Nobata et al., 2016; Djuric et al., 2015). Use the
artificial neural network method to train the word
embeddings in the corpus. The purpose is to use the
distance between vectors to indicate the semantic
similarity of different words. Djuric et al. pro-
posed a method of directly using embedding to
represent the entire text and showed us the effect
of this method (Sun et al., 2019).

Negative information in the text can be detected
by the above methods. But more information needs
to be obtained according to the context. The pre-
trained language model based on the Transformer
architecture has great advantages both at the word
level and in context information (Wang et al., 2019).
Therefore, in this task, we try to combine the pre-
trained language model to complete the detection
of toxic content.

3 Data and Methods

In this section, we introduce the data provided by
the task organizer team to the participating teams,
as well as the models and methods we use.
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Figure 1: A word cloud diagram of the training set text
data provided by the task organizer team. The result
shown in the figure is the data after removing the stop
words.

Figure 2: A word cloud diagram of the test set text data
provided by the task organizer team. The result shown
in the figure is the data after removing the stop words.

3.1 Data Description

The task organizer team provides each team with
training data sets and test data sets related to the
“Toxic Spans Detection” task. The training data
set consists of two parts, one is the text data of
the post, and the other is the index position of the
span of Toxic Spans. Each post corresponds to
an index span data. There are some posts in the
training set that do not contain toxic content, and
there are one or more pieces of toxic content in
the remaining posts. Also, in the index range of
these toxic content, it may be a phrase, a sentence,
or a word. The length of the post is not the same.
Compared with the training data set, the test set
only contains the text data of the posts. We need
to use our method to predict the index span of the
toxic content of posts in the test set. Table 1 shows
the sample data of the data we used in the task.

There are 7939 and 2000 pieces of data in the
training set and test set, respectively. We visualize
the text data in the training set and the text data
in the test set using word cloud graphs. The word
cloud image clearly shows us the characteristics
of word frequency distribution in the text data set.
Regardless of the text data in the training set data
or the text data in the test set data, some insulting

Figure 3: The model structure and data flow we used in
the task.

Figure 4: The BiLSTM structure and data flow

vocabulary, as well as some neutral vocabulary and
human names (Trump) appear most. Those sen-
tences with insulting words are usually detected as
text with toxic spans. Some short sentences com-
posed of words with neutral meanings and other
phrases may also be recognized as text with toxic
spans. The reason is because these sentences com-
bined with some background information will con-
vey unfriendly information. Figure 1 and Figure 2
show the word frequency information in the train-
ing set and the word frequency information in the
test set.
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Data category Text Spans
train “““who do you think should do the killing?”” [32, 33, 34, 35, 36, 37, 38]
train “CROOKED Trump = GUILTY as hell. pathetic” [32, 33, 34, 35, 36, 37, 38, 39]
train He is a scary maniac with a psychopath attitude. []
test This idiot has no clue. [5, 6, 7, 8, 9]

Table 1: Part of the data samples in the training set and test set provided by the task organizer team.

3.2 Methods

In our system, we use pre-processed data as the
input to ALBERT. The architectures of ALBERT
base and BERT base are both composed of 12-layer
Transformer(Devlin et al., 2018; Lan et al., 2019).
Compared with the BERT model, the result of the
original embedding parameter P is the product of
the vocabulary size V and the hidden layer size
H. ALBERT factorizes the Embedding matrix by
using a lower-dimensional embedding space of size
E and then project it to the hidden space.

V ∗H = P → V ∗E+E ∗H = P (1)

Different from H=E in BERT, when H� E, the
number of parameters of ALBERT has a signifi-
cant reduction. Another big difference from BERT
is that ALBERT’s default decision is to share all
parameters across layers (Lan et al., 2019). Based
on these improvements, the training effect of AL-
BERT is better than that of BERT. In terms of mem-
ory usage, the ALBERT pre-training model is also
smaller than the BERT pre-training model.

Based on the structural characteristics of the
RNN artificial neural network, the RNN net-
work has great advantages in processing text data
(Zaremba et al., 2014). But in the actual training
process, a simple RNN network is difficult to con-
verge. Because the loss value of the RNN network
is continuously accumulated as the text sequence in-
creases. Compared with the RNN network, LSTM
artificial neural network has great advantages in
model convergence and processing long text (Gers
et al., 1999; Olah, 2015). LSTM is mainly com-
posed of two key points, one is the cell state, the
other is the gate unit. The information learned by
the LSTM unit will be directly stored in the cell
state, and we can input and update the value in the
cell state. The gating unit plays a role in control-
ling how to update the value in the cell state. These
gating units are composed of forget control gate,
input control gate, and output control gate. The key

to the composition of the gating unit is the sigmoid
function.

In our system, first, we use the preprocessed data
as the input of ALBERT. Then, use the output of
ALBERT as the input of BiLSTM. Next, the output
of the BiLSTM model is used as the input of CRF.
Finally, a classifier is used to classify the output
results of CRF. The classifier needs to classify each
word in the text into one of four different categories.
These four categories are the beginning of the text
span, the inside of the text span, the outside of the
text span, and the toxic span formed by a single
word. The architecture of BiLSTM, our model
architecture and data flow can be seen in Figure 3
and Figure 4.

4 Experiment and Results

In this section, we will introduce the data prepro-
cessing methods and experimental settings we used
in the task and the final results.

4.1 Data Preprocessing

Because our model and method are to classify con-
tent at the word level. So we preprocessed the text
data provided by the task organizer team. Prepro-
cessing mainly involves dividing all words in each
post into one of four categories (Begin, Out, Inner,
Single). These four categories represent our spe-
cific description in Section 3.2, paragraph 4. Then
split the processed training set into a new train-
ing set and a validation set. The split rule is to
randomly extract part from the training set as the
validation set, and the ratio of the training set to the
validation set is 8: 2.

4.2 Experiment setting

We use preprocessed data as input to the model.
During the training process, we adjust the param-
eters of the model according to the results of the
model on the validation set. The learning rates
used by the ALBERT-base, BiLSTM, CRF and
classifier modules in the model are not the same.
The learning rate used by ALBERT-base and BiL-
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STM is 3e-5, and the learning rate used by CRF
and classifiers is 1e-4. The maximum length of
sentences input in the model is fixed at 120 words.
The choice of this length comes from the length of
the text in the data and the memory size of the GPU.
Sentences that do not reach 120 words in length
will be supplemented with zeros. Sentences longer
than 120 words will be deleted. The epoch and
batch during training are 10 and 32, respectively.
The optimizer used in our experiment is Radam
(Liu et al., 2019).

4.3 Results evaluation method

The evaluation index announced by the task orga-
nizer team is the F1 score. Let system Ai return
a set St

Ai
of character offsets, for parts of the post

found to be toxic. Let G be the character offsets
of the ground truth annotations. We compute the
F1 score of system Ai with respect to the ground
truth G for post t as follows, where | · | denotes set
cardinality.

F t
1(Ai, G) =

2 · P t(Ai, G) ·Rt(Ai, G)

P t(Ai, G) +Rt(Ai, G)
(2)

P t(Ai, G) =
|St

Ai

⋂
St
G|

|St
At
|

(3)

Rt(Ai, G) =
|St

Ai

⋂
St
G|

|St
G|

(4)

If St
G is empty for some post t (no gold spans

are given for t), we set F1t(Ai, G) = 1 if St
Ai

is
also empty, and F1t(Ai, G) = 0 otherwise. We
finally average F1t(Ai, G) over all the posts t of
an evaluation dataset T to obtain a single score for
system Ai (Da San Martino et al., 2019).

4.4 Results

In the final results list announced by the task or-
ganizer team, a total of 91 team results are pre-
sented in the list. Our team’s F1 result score was
0.6640226029, ranking 37th. Table 2 presents the
result score of our system on the validation set and
the result score on the test set. Compared with the
results of the top 3 teams in the ranking, our result
is 0.0442802224 different from the optimal result.
Table 3 shows the scores of the top three teams and
our team on the test set.

Data F1 score
Validation set 0.6821240031
Test set 0.6640226029

Table 2: The scores obtained by our system on the val-
idation set and test set. The validation set comes from
20% of the training set provided by the task organizer
team.

team F1 score Rank
HITSZ-HLT 0.7083028253 1
S-NLP 0.7077035474 2
hitmi&t 0.6984762534 3
hub(our method) 0.6640226029 37

Table 3: In the result list released by the task orga-
nizer team, the top 3 submitted test set prediction re-
sults scores and our submitted test set prediction results
scores. A total of 91 participating teams submitted the
prediction results of the test set.

5 Conclusion

This paper presents the system description submit-
ted by our team to SemEval 2021 Task 5: Toxic
Spans Detection. Our goal is to use our system to
detect the span of toxic content as accurately as
possible. We use a classification scheme based on
word-level to complete the task. The system com-
bines the pre-training language model (ALBERT)
and BiLSTM+CRF commonly used in NLP tasks.
The results we submitted proved the feasibility of
our system, but compared with the optimal results,
our method still has room for improvement. In fu-
ture work, we will try to improve our methods to
achieve better results.
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