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Abstract

Extracting the most important part of legisla-
tion documents has great business value be-
cause the texts are usually very long and hard
to understand. The aim of this article is to eval-
uate different algorithms for text summariza-
tion on EU legislation documents. The content
contains domain-specific words. We collected
a text summarization dataset of EU legal docu-
ments consisting of 1563 documents, in which
the mean length of summaries is 424 words.
Experiments were conducted with different al-
gorithms using the new dataset. A simple ex-
tractive algorithm was selected as a baseline.
Advanced extractive algorithms, which use en-
coders show better results than baseline. The
best result measured by ROUGE scores was
achieved by a fine-tuned abstractive T5 model,
which was adapted to work with long texts.

1 Introduction

Automatic summarization of legislation documents
is a rather challenging task, because they usually
are very long and hard to understand. Therefore,
any progress on this task might have great value
for many businesses.

Most of the existing methods for text summa-
rization are designed for a relatively short text
(such as news, web pages, etc.). Most of the avail-
able datasets consist of short summaries of articles,
news, etc. in which the expected summary is a few
sentences long. However, in the case of legal doc-
uments both the text and the summary are longer.
Dernoncourt et al. (2018) provide a comprehensive
overview of the current datasets for summariza-
tion, including CNN/Daily Mail (Hermann et al.,

2015), Gigaword (Graff and Cieri, 2003), LCSTS
(Hu et al., 2015) and others. Noticeably, most of
the larger scale summarization datasets consist of
relatively short documents.

The paper’s aim is to research the applicability
of different algorithms for text summarization on
a new dataset, called EU legislation documents.
The collected documents were parsed, cleaned and
prepared to be used for data summarization training
by defining pairs of full text and corresponding
summary.

There are two main approaches for text sum-
marization: extractive and abstractive. Extractive
summarization means identifying important parts
of the text and concatenating them verbatim to pro-
duce a summary which is a subset of the sentences
from the original text. Abstractive summarization
aims to make algorithms that are able to ”under-
stand” the whole text and to generate a new shorter
text that conveys the most important information
from the original one (Sciforce, 2019).

The algorithm, which was selected as baseline,
uses a classical approach for generating extrac-
tive summaries - sentence importance evaluation
and combining the highly scored sentence to gen-
erate the summary (Malik, 2019). In this paper,
we report results from different algorithms com-
pared to the baseline algorithm. The compared
algorithms include extractive and abstractive Pre-
Summ (Liu and Lapata, 2019), which generates
state-of-the-art results for CNN/DailyMail datasets
(Hermann et al., 2015), a fine-tuned abstractive T5
model (Raffel et al., 2019), an extractive summa-
rizer which uses BERT (Miller, 2019), an extractive
summarizer which uses LEGAL-BERT (Chalkidis
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et al., 2020).

2 Related Work

This section presents existing approaches for text
summarization. Some are especially related to our
work because they focus on long texts and this is
the case with the legal documents that we use.

Xiao and Carenini (2019) focus on extracting in-
formative sentences from a given document (with-
out dealing with redundancy), especially when the
document is relatively long (e.g., scientific articles).
They rely on section information to guide the gen-
eration of summaries. Global and local contexts
are taken into account when deciding if a sentence
should be included in the summary. This approach
struggles when there is not a well defined structure
of sections which is the case with the legislation
documents.

Nakao (2000) presents an algorithm for text sum-
marization using the thematic hierarchy of a text.
The proposed algorithm is intended to generate a
one-page summary. Based on the ratio of source
text size to a given summary size, the algorithm
generates a summary with some breaks to indicate
thematic changes. This algorithm cannot easily be
adapted to summaries with dynamic length.

Another approach is to combine extractive and
abstractive models (Wang et al., 2017). In the ex-
traction phase, it creates a graph model to extract
key sentences. In the abstraction phase, it uses a
recurrent neural network based encoder-decoder,
and devises pointer and attention mechanisms to
generate summaries.

Vaswani et al. (2017) presented the Transformer
architecture, which establishes a new single-model
state-of-the-art BLEU score on two machine trans-
lation tasks. The architecture consisted of feed
forward networks and attention mechanism. The
basic architecture of a Transformer is based on
the encoder-decoder model and is especially suit-
able for summarization because it can handle se-
quential data. Yet, the data does not need to be
processed in order (for instance the beginning of
the text does not have to be processed before the
end). This is very useful for parallel training and
reduces the time needed to train the transformers.
The encoder takes all the input and encodes it into
a vector containing the numerical representation
of the text. Then the decoder decodes the vec-
tor and produces the summary. The datasets used
for training can be big and thus exist pre-trained

systems such as BERT (Bidirectional Encoder Rep-
resentations from Transformers). They have been
trained with huge general language datasets and
can be fine-tuned to specific language tasks. The
following algorithms we experimented with also
rely on the Transformer architecture: PreSumm
(Liu and Lapata, 2019), LEGAL-BERT (Chalkidis
et al., 2020), T5 (Raffel et al., 2019).

Pegasus (Zhang et al., 2019) is a state-of-the-art
NLP deep-learning algorithm for abstractive text
summarization. It can be used for both extractive
and abstractive summarization but the abstractive
is more challenging because when the text is long,
it should be understood, processed and a new text
should be generated.

3 Dataset Collection

In order to create a dataset on which to compare
the algorithms, we collected legislation documents.
The data was preprocessed and only the relevant
information for the task was left.

The dataset consists of short, easy to understand
explanations of the main legal acts passed by the
EU, intended for a general audience. Most cover
the main types of legislation passed by the EU: di-
rectives, regulations and decisions. But some cover
other documents, such as international agreements.
The summaries are grouped into 32 policy fields,
and each links to the full, official version of the act.
Summaries are not available for legal acts that are
considered to be already sufficiently short/clear or
aimed exclusively at a specialist audience (Publi-
cations Office of the European Union, 2020). The
information is provided by the Publications Office
of the European Union and is publicly available. It
was retrieved on January 12, 2020.

After the data was collected, we analyzed it and
cleaned it in order to focus on the problem of text
summarization. For the summaries we extracted
only the Key points section and for the full docu-
ments we removed the references to external doc-
uments. There are some summaries that combine
more than one full legislation document: 169 sum-
maries are a summary of two documents and 50
summaries are a summary of more than two doc-
uments. In these cases, the full documents are
concatenated in the mentioned order.

In order to be able to evaluate a wider variety of
algorithms and remove potentially incorrect data,
the outliers were handled in the following ways:

• 49 summaries with more words than full text
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Figure 1: The dots represent the number of summaries and full texts words for each example. The big distance
between the points and the regression line shows that the ratio between the number of words in the full documents
and summaries may vary based on the content of the legislation documents.

were removed from the dataset.

• 86 summaries, which summarize more than
one document and the same document exists
for more than one summary were removed
from the dataset.

• 18 summaries with word count ratio bigger
than 200 were removed. Words ratio has a
mean value of 28 and value of 29 at third
quantile.

• Nine full documents with more than 75000
words were removed. Full document word
count has a mean value of 9615 and value of
11141 at third quantile.

• Three summaries with more than 1500 words
were removed. Summaries’ word count has a
mean value of 429 and value of 530 at third
quantile.

• Two full documents with more than 2000 sen-
tences were removed.

• Three full documents with sentence ratio more
than 80 were removed.

• 29 summaries which summarize more than
two documents were removed from the
dataset.

During the initial collection the dataset contained
1750 records. After the cleaning there are 1563

summaries (10.7% of the dataset was removed).
The mean length of the summaries and full texts
is 424 and 8990 words respectively (see Fig. 1).
The ratio between the number of sentences in sum-
maries and full documents is 0.16.

4 Experiments

The aim of the experiments described in this sec-
tion is to compare different approaches for text
summarization of legislation documents. For this
purpose we used the dataset mentioned in the pre-
vious section.

4.1 Experiments Design
Different algorithms were experimented on the
same dataset. They contain both extractive and
abstractive approaches. Some of them do not re-
quire training, while others are trained from scratch
or fine-tuned on the dataset.

T5 and PreSumm (which is based on BERT)
have restrictions for the number of tokens in the
input and in the output. In order to be able to han-
dle the data for these algorithms, the full texts and
summaries were splitted into chunks: full texts con-
taining 1024 tokens and summaries - 128 tokens.
We used the same ROUGE metric to evaluate each
summary chunk against each full text chunk. Dur-
ing training each full text chunk is paired with the
most applicable summary chunk. During evalua-
tion we generated summaries for all chunks from
the full text. They were concatenated and the result
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Figure 2: Heatmap of words being selected for extractive summary from example texts from the dataset. The
extractive summarizer with BERT and K-Means chooses sentences from the whole document and does not focus
on specific parts of it.

was evaluated against the original summary.

4.1.1 Extractive Summarization Based on
Weighted Frequency Tokens of
Sentences (Baseline Algorithm)

The first approach that was used is basic extrac-
tive summarization (Malik, 2019). The first step
of the algorithm is to split the full text into a list
of sentences. After that all special characters and
stop words are removed. Then all sentences are
tokenized. Next the weighted frequency of oc-
currences of all words must be calculated. The
weighted frequency of each word can be found
by dividing its frequency by the frequency of the
most occurring word. After that, the words in the
original sentences are replaced by their respective
weighted frequency. Weighted frequency for the
words removed during preprocessing is zero. For
each sentence, the sum of weighted frequencies is
calculated. Only sentences with more than three
words are evaluated in order to avoid the ones that
do not contain enough information by themselves.
Finally, the sentences are ordered in descending
order by the sum of the weighted frequencies. The
summary contains the sentences in the beginning
of the ordered list. The number of sentences to be
selected is based on the ratio between the number
of sentences in the training dataset. The algorithm
does not require training and is entirely based on
the content of the full document.

4.1.2 Fine-tuned PreSumm Encoder
PreSumm is a pre-trained encoder based on BERT
for the purpose of text summarization (Liu and

Lapata, 2019). This method is entirely based on
BERT and provides two implementations: BERT-
SUMEXT for extractive summarization and BERT-
SUMABS for abstractive summarization.

For both extractive and abstractive settings, the
algorithm generates a summary consisting of the
sentences which maximize the ROUGE-2 score
against the gold summary during training. When
generating summaries for a new document, the
model is first used to obtain the score for each sen-
tence. These sentences are ranked by their scores
from highest to lowest. During sentence selection,
Trigram Blocking is used to reduce redundancy
(Paulus et al., 2017). Given a summary and candi-
date sentence, the sentence is skipped if there exists
a trigram overlapping between it and the summary.
The aim is to minimize the similarity between the
sentence being considered and sentences which
have been already selected as part of the summary.

4.1.3 Extractive Text Summarization with
BERT and K-Means

We used the solution proposed by Miller (2019).
It works the following way: the document is to-
kenized into clean sentences. The tokenized sen-
tences are passed to the BERT model for inference
to output embeddings. The embeddings are then
clustered with K-Means. The embedded sentences
that were closest to the centroid are selected as the
candidate summary sentences. The algorithm uses
the core BERT implementation. Fig. 2 displays a
heatmap of the full text and the words that were
selected to be part of the summary.
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Model Type Metric Precision Recall F1 score
Extractive summarization based extractive Rouge 1 19.22 73.14 26.52
on weighted frequency tokens Rouge 2 7.41 29.94 10.41
of sentences (baseline) Rouge 3 3.46 13.30 4.83
Summarization with extractive Rouge 1 35.85 54.16 36.82
BERT and K-Means Rouge 2 11.57 17.14 11.65

Rouge 3 4.64 6.23 4.48
Summarization with extractive Rouge 1 34.06 56.45 36.06
LEGAL-BERT and K-Means Rouge 2 11.25 18.48 11.72

Rouge 3 4.63 6.95 4.63
PreSumm extractive Rouge 1 22.64 71.80 29.25

Rouge 2 8.19 28.20 10.85
Rouge 3 3.47 11.52 4.57

PreSumm abstractive Rouge 1 33.30 25.09 28.46
Rouge 2 5.41 4.08 4.63
Rouge 3 1.29 0.99 1.11

T5 abstractive Rouge 1 42.89 52.25 39.27
Rouge 2 15.94 18.97 14.17
Rouge 3 7.28 8.07 6.28

Table 1: Results for experimented models. Fine-tuned T5 model generated the best results. Baseline F1 score was
improved by all other algorithms.

4.1.4 Data-specific Approach for Legal
Documents

The Extractive Text Summarization with BERT and
K-Means allows its encoding model to be replaced
and we experimented by changing it to LEGAL-
BERT. (Chalkidis et al., 2020). LEGAL-BERT is
a model which is based on BERT and is trained
on twelve GB of diverse English legal texts from
several fields. This experiment was encouraged
by the specific vocabulary which the legislation
documents consist of.

4.1.5 T5 Model
T5 (Raffel et al., 2019) is an encoder-decoder
model and converts all NLP problems into a text-to-
text format. It is trained using teacher forcing. This
means that for training it always needs an input se-
quence and a target sequence. It is pre-trained on an
open-source pre-training dataset, called the Colos-
sal Clean Crawled Corpus (C4). The T5 model,
pre-trained on C4, achieves state-of-the-art results
on many NLP tasks while being flexible enough to
be fine-tuned to a variety of important downstream
tasks.

4.2 Evaluation Metrics

The most widely used metric for evaluation of text
summarization is ROUGE (Recall-Oriented Under-

study for Gisting Evaluation). ROUGE is a set of
metrics used for evaluating automatic summariza-
tion and machine translation software. The metrics
compare an automatically produced summary to a
reference or a set of references (human produced)
summary. ROUGE-N refers to the overlap of n-
gram between the system and reference summaries.
In particular ROUGE-1, ROUGE-2 and ROUGE-3
were used in the conducted experiments.

4.3 Results

Table 1 shows the results from the experiments.
All extractive approaches outperform the base-
line algorithm. PreSumm only improved Rouge
1 score from 26.52 (baseline) to 29.25. Extrac-
tive Text Summarization with BERT and K-Means
yielded the best extractive results - 36.82 Rouge 1
score. When we tried to use the same algorithm
but replaced BERT with pre-trained LEGAL-BERT
which is fine-tuned on legal texts the results were
slightly worse - 36.06 Rouge 1 score. Having in
mind that the original summaries are generated in
an abstractive way by experts the score of 36.82
can be considered a big success.

Both abstractive algorithms (PreSumm and T5)
have limitations on input and output size. Both
full texts and summaries were splitted to chunks
of sizes 1024 and 128 respectively. During the



1650

Figure 3: The lines represent Rouge 1 F1 scores distribution for the compared models. The horizontal axis repre-
sents the F1 score. The vertical axis represents the number of documents which have achieved this score.

training phase each full chunk was paired to the
best chunk from the summary for which it had
the highest rouge-1 f1 score. During evaluation
the generated summaries from all chunks of the
full text were concatenated and compared to the
original summary. Both approaches yielded better
results than the baseline.

Fine-tuned T5-base abstractive model with over-
ridden implementation for handling the long texts
by splitting them to chunks showed the best overall
results. Here is first paragraph the summary with
the highest score (0.65 Rouge-1 F1 score):

Original:
The European order for payment (EOP) proce-

dure applies to all civil and commercial matters in
cases where at least one of the parties lives in an
EU country different from the one where the appli-
cation for an order is made. The procedure does not
apply to certain issues:revenue, customs or admin-
istrative matters,state liability for acts and omis-
sions in the exercise of state authority,matrimonial
property regimes,bankruptcy, proceedings relating
to the winding-up of insolvent companies or other
legal persons, and judicial arrangements,social
security,claims arising from non-contractual obli-
gations, unless there was an agreement between
the parties or an admission of debt or they relate
to liquidated debts arising from joint ownership of
property.

Generated:
a European order for payment procedure is es-

tablished in the EU country where the claimant
lives. Its purpose is to ensure that creditors and

debtors have equal access to justice throughout
the EU. The regulation also establishes an elec-
tronic system for determining which courts have
jurisdiction to issue an order for payment, as well
as a mechanism for the recovery of uncontested
pecuniary claims.

Fig. 3 shows the distribution of Rouge 1 F1
scores for all experimented models. The PreSumm
abstractive model curve is most similar to normal
distribution. We can also observe similar behaviour
between baseline extractive curve and PreSumm
extractive. The rest have similar shapes and the
fine-tuned T5 model achieves the best overall re-
sults.

5 Conclusion

We introduced a new dataset about summarization
of European legislation documents. We also pre-
sented a comparative study of various algorithms
for automatic text summarization on this dataset.
In our experiments on these tasks, we obtained
promising results including huge improvements
over baseline. We believe that the new dataset,
adopting existing algorithms to domain specific
data and the results described in this paper will
accelerate research directions on text summariza-
tion to expand the variety of domains with domain
specific information and different sizes.
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