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Abstract

Nowadays, social media platforms use classi-
fication models to cope with hate speech and
abusive language. The problem of these mod-
els is their vulnerability to bias. A prevalent
form of bias in hate speech and abusive lan-
guage datasets is annotator bias caused by the
annotators subjective perception and the com-
plexity of the annotation task. In our paper,
we develop a set of methods to measure an-
notator bias in abusive language datasets and
to identify different perspectives on abusive
language. We apply these methods to four
different abusive language datasets. Our pro-
posed approach supports annotation processes
of such datasets and future research address-
ing different perspectives on the perception of
abusive language.

1 Introduction

A challenge that social media platforms are fac-
ing in recent years is the large amount of hate
speech and other forms of abusive language (Dug-
gan, 2017). Manual monitoring, however, is no
longer possible due to the vast volume of user-
generated content. Therefore, machine learning
models are trained and used by social media plat-
forms, such as Facebook, to automatically detect
such content (Kantor, 2020). According to Rose
(2021), these models are a key component of Face-
book’s fight against hate speech.

A problem with such machine learning models
is that they are vulnerable to bias (Vidgen and Der-
czynski, 2021; Dixon et al., 2018). Biased models
can strongly impair the fairness of a system, which
can lead to discrimination (Dixon et al., 2018).

Bias in abusive language detection is already a
topic that researchers have started to investigate
(Vidgen and Derczynski, 2021; Wich et al., 2021).
The type of bias we will focus on in this study is
annotator bias. This form of bias is a result of an-

notators who perceive abusive language differently
from each other and have different levels of expe-
rience and knowledge (Ross et al., 2016; Waseem,
2016; Geva et al., 2019; Wich et al., 2020).

We aim to investigate two aspects of annotator
bias. (1) Assuming that there is only one perspec-
tive (one truth) on whether a text is abusive or not,
we develop an approach to measure and visualize
annotator bias. This approach optimizes the an-
notation process (e.g., outlier detection, adapting
appropriate annotation guidelines). (2) Acknowl-
edging multiple valid views on a text (e.g., a group
has a more liberal attitude towards abusive texts,
while another is stricter), we aim to identify annota-
tor groups to model different, yet valid perspectives.
The questions resulting from these research objec-
tives are the following:

• RQ1: How can we measure and visualize an-
notator bias in abusive language datasets?

• RQ2: How can we identify and visualize dif-
ferent annotator perspectives on abusive lan-
guage?

Our contributions are the following:

1. To characterize annotators, we gauge how lib-
eral or strict they annotate in comparison to
other annotators. To model annotator bias, we
calculate a pessimistic and optimistic score
for each annotator that can be visualized in
different ways (e.g., scatter plot, cluster map).
We apply it to four abusive English language
datasets with different groups of annotators.

2. To identify annotator groups with different
annotator groups with different perspectives
on abusive language, we utilize a classifier-
based method with the proposed approach,
which is applied to one dataset.
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Name Documents Source Labels Annotators Expert check Reference

Vidgen 20,000 Twitter

hostility, criticism,
counter speech,
discussion of east
Asian prejudice,
non-related

26 yes Vidgen et al. (2020)

Guest 6,567 Reddit misogynistic,
non-misogynistic 6 yes Guest et al. (2021)

Kurrek 40,000 Reddit

derogatory usage,
appropriative usage,
non-derogatory usage,
homonyms

20 yes Kurrek et al. (2020)

Wulczyn 115,864 Wikipedia
(discussion) attack, non-attack 4,053 no Wulczyn et al. (2017)

Table 1: Overview of selected abusive datasets (class names in bold are considered as abusive, the others as neutral).

2 Related Work

Hate speech and abusive language detection have
gained a lot of attention in recent years. A range of
different datasets (Vidgen and Derczynski, 2021)
and shared tasks (Basile et al., 2019; Zampieri et al.,
2019, 2020) were published to foster research in
this area. Most of the datasets are commonly la-
beled by crowdworkers or those in academia with
varying expertise (Vidgen and Derczynski, 2021).
However, human annotations tend to be subjective
and thus inconsistent (Aroyo and Welty, 2015), at
least if not moderated very strictly. Especially for
abusive language, Salminen et al. (2018) show that
individuals interpret hate speech differently. One
common method to improve the label quality is
presenting each sample to multiple annotators and
aggregate their results (Sheng et al., 2008). Dawid
and Skene (1979) were the first to propose an ap-
proach that incorporates annotator quality into label
aggregation. Their expectation-maximization (EM)
algorithm uses the bias matrices to estimate the
latent truth. In the matrices the annotator quality
is encoded. Their seminal work led to further im-
provements and methods (Whitehill et al., 2009;
Raykar and Yu, 2012; Hovy et al., 2013). For NLP
tasks, Snow et al. (2008) used a customized Dawid-
Skene algorithm to correct for individual biases of
crowdworkers and improve model accuracy. How-
ever, they did not quantify and inspect the bias of
the annotators.

In abusive language detection, annotator bias re-
search has focused on how the annotators back-
ground influences their annotations. Waseem
(2016) found models trained on crowd annota-
tions are outperformed by models trained on ex-

pert annotations. Ross et al. (2016) emphasized
the importance of detailed guidelines to achieve
reliable annotations. Binns et al. (2017) showed
that classifiers trained on annotations differ in their
performance on test data annotated by men or
women. Al Kuwatly et al. (2020) picked up this
approach, enhanced it, included other demograph-
ics, and found significant differences for annota-
tor’s age group and educational background. Sap
et al. (2019) observed that posts in African Ameri-
can dialect are more likely to be labeled offensive.
Similarly, Larimore et al. (2021) found that white
and non-white workers annotate racially sensitive
topics differently. Apart from studying the demo-
graphic background, researchers also attempt to
find groups of annotators with common annotation
behavior. Wich et al. (2020) use graph methods
to cluster annotators in groups with higher inter-
annotator agreement within groups than across
groups. Akhtar et al. (2020) defined a polariza-
tion measure to split annotators in two groups that
maximize opposing annotations. To the best of our
knowledge, no one has quantified annotator bias at
the annotator level. Furthermore, the hypothesis of
multiple perspectives on abusive language is rarely
investigated.

3 Datasets

We use four different abusive English language
datasets to demonstrate our proposed approach. It
was challenging to find appropriate datasets be-
cause our experiment requires unaggregated anno-
tation data. Most of the abusive language datasets
contain only the agreed upon labels in the documen-
tation and not the individual votes of the annotators.

Table 1 lists the four datasets with additional in-
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Figure 1: Box plots of the annotators’ inter-rater relia-
bility scores.

formation. The first three datasets (Vidgen, Guest,
and Kurrek) are similar because they are annotated
by small groups of annotators (between 6 and 26).
Furthermore, each document of the three datasets
was annotated by two annotators. In case of dis-
agreement, an expert reviewed the votes and de-
cided on the gold label. In contrast, the Wulczyn
dataset was annotated by many crowdworkers—
a typical crowdsourcing setup: a group of work-
ers who annotated a small number of documents.
Each document was annotated by up to 10 anno-
tators. In case of ambiguous annotations, an ex-
pert review did not take place. The gold label was
determined based on majority vote. For our ex-
periment, we convert all datasets to a binary task
(abusive/neutral) to compare the results.

Figure 1 shows the distributions of the annota-
tors’ inter-rater reliability scores in form of Krip-
pendorff’s alpha. The colored dots represent the
overall inter-rater reliability score of each dataset.
We see that the overall Krippendorff’s alphas are
all in the same range. The Wulczyn dataset, how-
ever, exhibits a considerable variance in contrast to
the other three datasets. The reason is that 4,053
crowdworkers annotated this dataset, while an in-
structed small group of workers annotated the other
three datasets. Therefore, we see many outliers. In
the case of the Vidgen and Kurrek dataset, only one
annotator strongly differs from the others.

4 Methodology

Our analysis of the annotator bias in the selected
abusive language datasets consists of two parts. In
the first part, we characterize the annotation behav-
ior based on the deviations of the annotator votes
compared with the gold standard of the dataset.
In the second part, we visualize the perspectives
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Figure 2: Bias matrix of an annotator.

of different annotator groups on abusive language
with the aid of classification models.

4.1 Characterizing Annotator Bias

We define annotator bias as the deviations between
the annotator votes and the gold labels of the
dataset. The gold labels are either the final labels
of the dataset or majority of the single votes. To
measure the annotator bias, we use the concept of
the confusion matrix. Figure 2 shows a matrix for
a binary classification task of abusive documents
(neutral/abusive). The rows represent the classes of
the gold labels; the columns represent the classes
observed by the annotator. The bias matrix quanti-
fies the deviations between the labels observed by
the annotator and the gold labels. Each annotator
has one bias matrix.

We use cells II and III, which represent false
negatives (type II error) and false positives (type
I error) in the classical confusion matrix, to char-
acterize the annotators’ behavior, and we assign
each annotator a pessimistic and optimistic score.
Cell II reflects the number of documents that are
neutral according to the gold standard but that are
annotated as abusive by the annotator, signaling
that the annotator is pessimistic in these cases. Cell
III is the opposite, and shows the number of docu-
ments that are labeled as abusive according to the
gold standard but perceived as neutral by the anno-
tator, signaling that the annotator is optimistic in
these cases. The pessimistic (pi) and optimistic (oi)
scores of an annotator (i) are entries II and III of
row-normalized bias matrix. The concept of anno-
tator’s optimism and pessimism was proposed by
Dawid and Skene (1979). This method also works
if we have more than two classes as long as they
are ordinal. In this case, the cells above or below
the diagonal are summed up. In our paper, however,
we consider only binary classification of tasks.

To analyze bias matrices, we utilize these op-
tions:
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1. We calculate the bias matrix for a group of
annotators or all of them by averaging the bias
matrices. The resulting bias matrix delineates
whether the selected annotators tend to be op-
timistic or pessimistic. These findings assist
with adjustment of annotation guidelines or
the training of the annotators.

2. We utilize a 2-dimensional scatter plot of the
pessimistic and optimistic scores to visualize
the annotators and their biases. In contrast
to comparison of inter-rater reliability scores,
this visualization reveals whether annotators
are more optimistic or pessimistic than the
gold standard. Such information can help to
detect outliers in the respective direction and
to instruct the identified annotators as appro-
priate.

3. We can calculate a distance between two
annotators based on their bias matrices (A
and B) with the Frobenius norm (Golub and
Van Loan, 2013, p.71):

distance(A,B) =

√√√√ n∑
i=1

n∑
j=1

(aij − bij)2

Visualizing these distances with a hierarchi-
cally clustered heatmap helps identify anno-
tator groups with similar annotation behavior
and outliers.

4. If the number of annotators is so large that
the results of the previously proposed meth-
ods is no longer manageable, we can apply
a hierarchical clustering on the bias matrices
based on our distance metric. By doing so,
annotators with a similar annotation behavior
are clustered. If we aggregate the bias ma-
trices according to (1), we observe how the
cluster annotated the data in context of the
gold standard.

5. If we have additional information about the
annotators to characterize them (e.g., demo-
graphics, such as age or education), we can
use the pessimistic and optimistic scores to
test whether there is a significant difference
between the annotation behavior of annotators
with different characteristics. For this purpose,
we apply the two-dimensional Kolmogorov-
Smirnov (KS2D) test (Fasano and Frances-
chini, 1987; Peacock, 1983) to compare the

distributions of the groups’ pessimistic and
optimistic scores. The output of the test is
the Kolmogorov-Smirnov statistic D and the
corresponding significance level s. If D is
larger than the predefined significance level p
and p is larger than s, we can reject the null
hypothesis that both samples have the same
distribution. We use the Python implementa-
tion provided by Gabriel Taillon1. In the case
of the Wulczyn dataset, we have such informa-
tion (Wulczyn et al., 2017). Our predefined
significance level p is 0.05.

4.2 Identifying Different Perspectives on
Abusive Language

The previous subsection focuses on methods to
measure and visualize annotator bias, answering
RQ1. The underlying assumption is that there is
one truth, meaning one valid perspective on abusive
language, and we want to identify outliers deviating
from the one truth.

Now we assume that there are more perspectives
on abusive language—e.g., a group has a more lib-
eral attitude toward abusive texts, while another
group is less liberal. To examine this hypothe-
sis, we run the following experiment. First, we
split the annotators into different groups based on
the pessimistic and optimistic scores. Second, for
each group we create a dataset, containing the doc-
uments that all groups annotated. The labels of
the documents result from the majority vote of the
groups’ annotators. Third, for each group we train
a classification model on its training set and eval-
uate it on the test sets of all groups. Suppose a
classifier performs well on its test set and worse on
the other test sets. Thus, the performance is com-
parable to a baseline classifier trained on the same
data with gold labels. In that case, it indicates that
this group has a coherent perspective on abusive
language that differs from the other groups. This
approach is based on the method proposed by Wich
et al. (2020).

To split the annotators according to their pes-
simistic (pi) and optimistic oi scores, we apply the
following function:

groupa(pi, oi) =


0 if pi ≥ 3 · oi
1 if oi ≥ 3 · pi
2 otherwise

The factor 3 in the function is the result of a
trade-off between having a dominating dimension

1https://github.com/Gabinou/2DKS
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in the optimistic and pessimistic group and having
enough annotators in all three groups. Increasing
the factor would strengthen the dominating dimen-
sions but reduce the number of annotators in the
optimistic and pessimistic groups. Decreasing the
factor would weaken the dominating dimension but
increase the number of annotators in the groups.

For the classification model, we use
the pre-trained English DistilBERT model
distilbert-base-uncased provided by
the Transformer Library from Hugging Face (Wolf
et al., 2020); it is a more concise version of BERT
(Sanh et al., 2019; Devlin et al., 2019) and provides
a performance comparable to BERT for abusive
language detection (Devlin et al., 2019). We
train each model for three epochs with a learning
rate of 5 · 10−5 and a batch size of 32. After the
three epochs, we select the model with the lowest
validation loss. 60% of the documents annotated
by all groups are used as a training set, 20% as a
validation set, and 20% as a test set. To compare
the different classifiers, we use the macro F1 score.

5 Results

5.1 Characterizing Annotator Bias

Aggregated Bias Matrix
The problem of the inter-rater reliability analysis
is that it does not reveal whether the annotators
annotated more pessimistically or optimistically.
This gap is addressed by the aggregated bias ma-
trices, shown in Figure 3. The annotators of the
datasets Vidgen, Guest, and Wulczyn tended to an-
notate more liberally because the optimistic scores
(bottom-left cell) outweigh the pessimistic scores
(upper-right cell). On the contrary, the annotators
of the Kurrek dataset were stricter because 16% of
non-derogatory documents were labeled as deroga-
tory (pessimistic score), while only 4.5% (opti-
mistic score) of the derogatory documents were
labeled as non-derogatory.

Scatter Plot of Annotators
To gain a better understanding of the individual an-
notation behavior, we analyze the annotators based
on their pessimistic and optimistic scores, shown
in Figure 4. Considering the plots of Vidgen, Guest,
and Kurrek, we observe that the annotators of Vid-
gen and Guest annotated more liberally due to the
higher optimistic scores, while it is the opposite for
the Kurrek dataset. Comparing the Guest dataset
with the other two, we see that the annotators are
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Figure 3: Aggregated bias matrices for the selected
datasets.

less widely spread, meaning the annotation behav-
ior is more coherent. Concerning the previously
mentioned outliers of Vidgen and Kurrek, we can
use the plots to better understand how they devi-
ate. The outlier of Vidgen is the most right data
point, the outlier of Kurrek is the uppermost data
point. Their positions reveal that the outlier of
Vidgen annotated more liberally, while the outlier
of Kurrek was stricter. These findings can help
instructors to guide the annotators if the method
is used during the annotation process. A further
observation concerning both datasets is that the
density of annotators increases toward the origin
of both dimensions. This indicates that most of the
annotators have a similar annotation behavior.

In the case of the Wulczyn dataset, plotting each
annotator as a data point would be confusing be-
cause the dataset contains 4,053 annotators. There-
fore, we decided to cluster the annotators with a
hierarchical clustering approach, facilitating data
interpretation. We chose the agglomerative cluster-
ing approach with k = 30 and Euclidean distance
function. The reason for k = 30 is that it is a man-
ageable amount of data points on the scatter plot
and it has the same order of magnitude as Viden and
Kurek. Figure 4d shows the annotators’ clusters.
We observe the tendency of the annotators to an-
notate more liberally, as shown by the aggregated
bias matrix in Figure 3d.
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Figure 4: Annotators visualized based on their pessimistic and optimistic scores; in case of Wulczyn, annotators
are hierarchically clustered.

Cluster Map of Distances between Annotators

A method to identify groups of annotators with
similar annotation behavior is the hierarchically
clustered heatmap based on the distances between
the bias matrices of the annotators. Figure 5 shows
the cluster map of the Kurrek dataset. The first
thing that catches the reader’s eye is the first col-
umn and row. It shows the outlier of the dataset.
Furthermore, we observe that the annotators Ann7,
Ann13, Ann15, Ann3, and Ann5 (last five columns
and rows) form a group. In Figure 4c, these anno-
tators are the points above a pessimistic score of
0.2 and below 0.6. The other 15 annotators exhibit
a more coherent annotation behavior. Due to the
page restriction, we do not include the analysis for
the other three datasets.

Different Annotation Behavior of
Demographic Groups
The Wulczyn dataset contains demographic infor-
mation for 2,190 of the 4,053 annotators (i.e., gen-
der, age group, education, and English as the first
language). We tested for each demographic feature
whether there is a difference between the groups
regarding the annotators’ pessimistic and opti-
mistic scores. The result of the two-dimensional
Kolmogorov-Smirnov test for the demographic fea-
ture of gender is the following:

Dgender = 0.092 sgender = 0.005

Based on this result, we can reject the null hypothe-
sis (p = 0.05). Consequently, there is a significant
difference between the pessimistic and optimistic
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Figure 5: Cluster map of annotators’ distances from
Kurrek dataset.

scores of male and female annotators. Females
are more pessimistic than males (pfemale = 0.107
and pmale = 0.090), while the optimistic scores are
comparable (ofemale = 0.192 and omale = 0.199).
For the feature describing whether English is the
first language of the annotator or not, we can also
reject the null hypothesis:

D1st language = 0.192 s1st language = 8.9×10−8

Native English speakers have a larger pessimistic
score (pnative = 0.093 and pnon-native = 0.117) and
a lower optimistic score than non-native speakers
(onative = 0.160 and onon-native = 0.204).

Table 3a shows the output of the two-
dimensional Kolmogorov-Smirnov test for the dif-
ferent age groups. We observe that there are sig-
nificant differences in the distributions of the anno-
tators’ pessimistic and optimistic scores between
the age groups—except between the ages 30-45
and over 60 and 45-60 and over 60. Interestingly,
the largest difference is between the age groups
18-30 and 45-60. While annotators between 45
and 60 are more pessimistic (p45−60 = 0.146 and
o45−60 = 0.128), it is the opposite for annota-
tors between 18 and 30 (p18−30 = 0.08518 and
o18−30 = 0.234).

Table 3b shows the output for the different edu-
cational backgrounds. In contrast to the age groups,
the scores of the annotators do not differ greatly be-
tween the groups; however, the difference between
annotators who have a Bachelors and Masters de-
gree is significant.

5.2 Identifying Different Perspectives on
Abusive Language

Since this experiment requires a dataset with a large
number of documents and annotators, we could
conduct it only with the Wulczyn dataset. In the
case of the other three datasets, the number of an-
notators is too small to meaningfully split the anno-
tators into subsets and to have enough documents
that were annotated by all subsets.

The results of the experiment to identify different
perspectives and to answer RQ2 can be found in
Table 2. It shows the different F1 scores for the
abusive class of the classifiers that were trained on
subsets of annotators (rows) and were evaluated on
the test sets of these subgroups (columns).

Pessimistic Medium Optimistic

Pessimistic 80.2 80.6 71.0
Medium 73.5 81.9 83.1
Optimistic 64.3 74.4 87.5

Table 2: F1 scores from classifiers of the different an-
notator subsets.

To answer our RQ2 on how to identify and visu-
alize different perspectives on abusive language of
the annotators, we need to focus on the pessimistic
and optimistic data. We observe that the classifier
trained on the annotations of the optimistic annota-
tors performs best on its own test set (87.5%) and
worst on the pessimistic test set (64.5%). When
the classifier trained on the more pessimistic an-
notations, the result is the opposite. It performs
most poorly on the optimistic test set (71.0%) and
comparable well on its own test set (80.2%). Only
on the test set of the medium group, the pessimistic
classifier performs slightly better.

It is more relevant to our research question that
the pessimistic and optimistic classifiers work well
on their own test set but worse on the test set of
the other extreme. The first fact indicates that the
annotations are coherent, so that the classifier can
learn patterns to identify abusive language. The sec-
ond aspect shows that the labels of the pessimistic
and optimistic subgroups’ dataset are so different
that it can cause a difference of 9.2 or 23.2pp in
the F1 score. Consequently, we conclude that the
annotators of the pessimistic and optimistic sub-
group have two different perspectives on abusive
language.

An explanation for the more coherent results of
the optimistic classifier can be the larger number
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Under 18 18-30 30-45 45-60 Pessimistic Optimistic

Under 18 - - - - 0.080 0.172
18-30 0.261 / 0.040 - - - 0.085 0.234
30-45 0.303 / 0.011 0.177 / 0.000 - - 0.100 0.165
45-60 0.435 / 0.000 0.322 / 0.000 0.216 / 0.000 - 0.146 0.126
Over 60 0.416 / 0.031 0.377 / 0.016 0.248 / 0.249 0.165 / 0.775 0.125 0.140

(a) Age group of annotators

some hs bachelors masters doctorate Pessimistic Optimistic

some - - - - - 0.085 0.210
hs 0.116 / 0.738 - - - - 0.096 0.195
bachelors 0.109 / 0.790 0.059 / 0.341 - - - 0.096 0.193
masters 0.141 / 0.520 0.070 / 0.378 0.102 / 0.040 - - 0.098 0.206
doctorate 0.175 / 0.827 0.217 / 0.407 0.199 / 0.516 0.231 / 0.346 - 0.075 0.216
professional 0.136 / 0.597 0.104 / 0.134 0.070 / 0.530 0.124 / 0.074 0.184 / 0.647 0.109 0.190

(b) Educational background of annotators

Table 3: Results of 2-dimensional Kolmogorov-Smirnov test for split according to demographic features and cor-
responding pessimistic and optimistic scores (Wulczyn dataset); first number in cells is D, second s; bold means
rejected.

of annotators. While it comprises annotations from
1,708 annotators, the pessimistic subset contains
only 1,312. As we can see, this difference is in line
with the finding that the annotators of the Wulczyn
dataset tended to annotate more liberally.

6 Discussion

The first part of our study addressing RQ1 shows
that the proposed approach based on the pessimistic
and optimistic scores helps to measure and visu-
alize the difference in the annotation behavior of
annotators. In contrast to the inter-rater reliability,
our method reveals information about the tendency
of the annotators: Did they annotate more liberally
or stricter than the group average? These findings
can be used to understand outliers better, instruct
single annotators in the right direction to align them
with the rest of the group and/or adapt the annota-
tion guidelines. Our approach comprises a range
of methods, from an aggregated perspective on all
annotations to cluster analyses to evaluations of
individual annotators. This variety allows handling
of datasets with different numbers of annotators.

The proposed approach is unsupervised by itself
because it does not require any labeled data. But
it can be combined with additional data, as shown
by the experiment with the demographic features.
We showed that it can help to detect annotator
bias caused by different demographic backgrounds.
Our results are partially in line with the findings
from Al Kuwatly et al. (2020), who examined the
same dataset but with a different approach. We

confirmed the differences between native and non-
native speakers and between the age groups. In our
case, we identified a significant difference between
male and female annotators, which Al Kuwatly
et al. (2020) did not find. In contrast to our ex-
periment, they observed a greater difference be-
tween educational backgrounds. The reason for the
discrepancy can be the different methods. They
trained classifiers on different subsets and com-
pared their performances, as we did for the second
part of our study. Furthermore, they had to group
the educational backgrounds to have enough data.
Consequently, the results can differ. The advantage
of our approach over the classifier-based method
used by Al Kuwatly et al. (2020) and by Binns et al.
(2017) on another dataset is that we do not rely on
a classifier as we can use the full dataset.

The underlying assumption for the first part of
the study is that there is only one foundational truth
whether a text is abusive or not to demonstrate
that we all share the same understanding. In the
second part of the study, we had the controversial
assumption that there are different perspectives on
the perception of abusive language. Our goal was
to use our proposed method to identify different
perspectives and to visualize the differences. By
splitting the annotators according to the ratio be-
tween the pessimistic and optimistic scores and
training different classifiers for these annotators
subsets, we showed that there are different perspec-
tives on abusive language. The classifiers of the
pessimistic and optimistic annotator subsets per-
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form well on their own test set and poorly on the
test set of the other subset. That means that the
perception of abusive language within each group
is coherent, but it differs from the perception of the
other subset.

Multiple perspectives on abusive language
should be further investigated. Akhtar et al. (2020),
for example, showed that balancing different per-
spectives in the training set can improve the classi-
fication performance. We can also imagine build-
ing classification models that demonstrate different
perspectives; each group would have a customized
model based on the groups’ individual values and
perceptions.

7 Conclusion

In this paper, we presented a novel approach to
measure and visualize annotator bias purely on
their annotation behavior. This approach fosters a
better understanding of annotation behavior, detect-
ing outliers, and gaining insights on how to adapt
annotation guidelines. Furthermore, we showed
that there can be different perspectives on abusive
language. Using our proposed approach, we can
identify these perspectives and examine the differ-
ences.

Resources

The code is available under https://github.com/
mawic/annotator-bias-abusive-language.
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