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Abstract

The existing research on sentiment analysis
mainly utilized data curated in limited geo-
graphical regions and demography (e.g., USA,
UK, China) due to commercial interest and
availability of review data. Since the user’s at-
titudes and preferences can be affected by nu-
merous sociocultural factors and demographic
characteristics, it is necessary to have anno-
tated review datasets belong to various demog-
raphy. In this work, we first construct a re-
view dataset BanglaRestaurant that contains
over 2300 customer reviews towards a number
of Bangladeshi restaurants. Then, we present a
hybrid methodology that yields improvement
over the best performing lexicon-based and
machine learning (ML) based classifier with-
out using any labeled data. Finally, we investi-
gate how the demography (i.e., geography and
nativeness in English) of users affect the lin-
guistic characteristics of the reviews by con-
trasting two datasets, BanglaRestaurant and
Yelp. The comparative results demonstrate the
efficacy of the proposed hybrid approach. The
data analysis reveals that demography plays an
influential role in the linguistic aspects of re-
views.

1 Introduction

Sentiment analysis or opinion mining refers to the
process of identifying opinions or sentiments ex-
pressed (e.g., positive, negative) in a text docu-
ment (Liu, 2012) . The lexicon-based method and
machine learning (ML) based method are the two
dominant approaches for opinion mining; although,
their combinations have been also explored by the
researchers. To evaluate the polarity of a piece of
text, the lexicon-based methods rely on the senti-
ment lexicon comprised of opinion-conveying pos-
itive or negative terms and a set of rules (Turney,
2002; Sazzed, 2020b). For the lexicon-based meth-
ods, the laborious steps of data labeling are not

required. The supervised machine learning (ML)
based approaches derive the relationship between
features of the text segments and the opinions ex-
pressed in the writing in a supervised fashion (Pang
et al., 2002; Sazzed and Jayarathna, 2019). There-
fore, supervised ML classifiers require a significant
amount of annotated data for training a predictive
model for determining the polarity of a text docu-
ment. Labeling a large amount of text data is not
only a challenging but also a tedious and costly pro-
cess (Sazzed and Jayarathna, 2021; Sazzed, 2020a).
Researchers also investigated the combinations of
both lexicon-based and ML-based approaches to
form a hybrid method (Kolchyna et al., 2015; Men-
don et al., 2021; Sazzed, 2021).

Mining customer opinions towards restaurants
has attained popularity in recent years due to its
impact on business growth and sustainability. Re-
searchers performed a number of studies using the
Yelp restaurant review and several other datasets.
However, existing research on opinion mining in
review datasets mainly focused on data curated in
some specific demography (e.g., developed coun-
tries or countries with large consumer markets)
due to commercial interest and abundance of user-
generated review data. As shown in (Nakayama
and Wan, 2019), the trait and preferences of users
can vary across demography. Therefore, it is im-
portant to generate annotated content for various
demography (e.g., geography, user, or language)
and analyze them to identify the differences, which
can ultimately help better decision-making. Nowa-
days, with the increasing accessibility of the Inter-
net and the popularity of social media, opinion data
are increasingly becoming available in many other
geographies (e.g., Bangladesh) and languages.

Therefore, the main objective of this work is
to create a restaurant review dataset from less-
explored demography and introduce a new method-
ology to improve the performance of sentiment
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classification. Besides, this study aims to explore
how the demography affects the linguistic charac-
teristics of reviews.

We create a restaurant review dataset,
BanglaRestaurant, which contains more than 2300
customer reviews toward various Bangladeshi
restaurants. We employ both the lexicon-based
and ML-based methods to classify customer’s
sentiments in the BanglaRestaurant dataset. To im-
prove the performance of sentiment classification,
a hybrid methodology is introduced that leverages
a lexicon-based method and an ML-based classifier.
We observe an improvement of the F1 score by
employing the proposed hybrid approach.

We investigate the characteristics of reviews be-
long to the BanglaRestaurant dataset written by
non-native English speakers and Yelp reviews writ-
ten by English native speakers. The comparative
analysis reveals that demography (i.e., nativeness
of language and geography) has influences on the
various linguistic features of reviews.

1.1 Contributions

The contributions of this paper can be summarized
as follows:

• We create a Bangladeshi restaurant dataset
consists of over 2300 customer reviews 1.

• We propose a hybrid approach that improves
the performance of sentiment classification
by combining the lexicon-based method and
supervised ML classifier.

• We analyze the characteristics of two restau-
rant review datasets curated in different de-
mography.

2 Sentiment Analysis in Restaurant
Review Datasets

Kang et al. (2012) created a sentiment lexicon
and proposed an improved Naive Bayes (NB)
based method for sentiment analysis in a restau-
rant dataset. Blair-Goldensohn et al. (2008) in-
troduced a sentiment summarizer system where a
summary is built by extracting relevant aspects of a
service, aggregating the sentiment per aspect, and
selecting aspect-relevant text. An attention-based
Long Short-Term Memory (LSTM) network was
proposed in (Wang et al., 2016) for aspect-level

1https://github.com/sazzadcsedu/
BanglaRestaurant.git

sentiment classification. Gan et al. (2017) analyzed
how various attributes influence customers senti-
ments on restaurant star ratings. Zhang et al. (2011)
incorporated ML-based techniques such as NB and
SVM to automatically classify user reviews as pos-
itive or negative from online Cantonese-written
restaurant reviews.

Zahoor et al. (2020) created a restaurant dataset
by collecting over 4000 customer reviews of vari-
ous restaurants located in Pakistan. Sasmita et al.
(2017) performed aspect-based sentiment analysis
(ABSA) in Indonesian restaurant reviews. They
performed both the (i) aspect extraction and (ii)
aspect sentiment orientation classification.

Xue et al. (2017) identified aspect categories
and extracted aspect-terms from the user-generated
reviews. The authors proposed a multi-task learn-
ing model based on neural networks and observed
improved performance over the models trained sep-
arately on three public datasets. Ahiladas et al.
(2015) utilized named entity recognition (NER)
and typed dependency techniques to identify differ-
ent types of food and the opinions associated with
them. Tian et al. (2021) performed a case study
on Yelp restaurant review data to find what affects
restaurant customer’s sentiments. Besides, they no-
ticed consumers rate restaurant service more often
than the food quality. Jia (2018) proposed an inte-
grated approach that leverages text mining and em-
pirical modeling to correlate ratings with reviews.
The author examined 49,080 pairs of restaurant
ratings and reviews from Dianping.com (a Chi-
nese online review community) to identify high-
frequency words, major topics, and subtopics. Xi-
ang et al. (2019) presented an LSTM based archi-
tecture LSTM-SAT for sentiment analysis of Can-
tonese style text by incorporating sentiment knowl-
edge into the attention mechanism in the LSTM.

3 BanglaRestaurant Dataset

3.1 Data Collection

The restaurant reviews are manually collected from
the restaurant’s Facebook pages. We find the re-
views are written in English, Bengali (i.e., the
native language of Bangladesh), and Romanized-
Bengali (Bengali text in Latin alphabet). English
is the main foreign language in Bangladesh which
is taught in schools and colleges. Besides, English
is frequently used in government administration,
educational institutions, courts, businesses, and me-
dia of the country. People often use English for

https://github.com/sazzadcsedu/BanglaRestaurant.git
https://github.com/sazzadcsedu/BanglaRestaurant.git
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expressing their opinions and feelings on social
media as it is more convenient to write English
text than Bengali. For example, Bengali has 50
letters (11 vowels and 39 consonants) compared
to 26 letters in English. Since this study focuses
on the reviews written in English, the final dataset
contains only the English reviews.

3.2 Data Annotation
We annotate the reviews based on the reviewer’s
recommendations; if the reviewer recommends the
restaurant, then the corresponding review belongs
to the positive class; Otherwise, it goes to the neg-
ative class. The final restaurant dataset contains a
total of 2315 reviews, 1702 positive reviews (i.e.,
recommended by customer), and 613 negative re-
views (not recommended).

4 Proposed Methodology

To determine the semantic orientations of the re-
views, we employ both the lexicon-based and ML-
based methods, as each of them has certain advan-
tages over the other.

4.1 Lexicon-Based Approaches
We employ four lexicon-based methods: VADER
(Hutto and Gilbert, 2014), TextBlob, LRSentiA
(Sazzed and Jayarathna, 2021) and SentiStrength
(Thelwall et al., 2010) for classifying sentiment
from unlabeled data. A non-negative polarity score
by these methods is considered as a positive predic-
tion (except VADER, where the compound score
is used).

4.1.1 VADER
VADER (Valence Aware Dictionary for Sentiment
Reasoning) is a lexicon and rule-based sentiment
analysis tool specifically attuned to determine sen-
timents expressed in social media. In VADER,
a compound score indicates the semantic orienta-
tion of a review. For binary classification, a non-
negative compound score refers to a positive pre-
diction.

4.1.2 LRSentiA
LRSentiA is a lexicon and rule-based method that
can classify opinions expressed in unlabeled data.
LRSentiA utilizes a binary-level opinion lexicon
(Liu, 2010) and a set of linguistic rules to determine
the polarity of a review 2.

2https://github.com/sazzadcsedu/
SSentiA.git

4.1.3 TextBlob
TextBlob is a Python library for processing textual
data. The predicted polarity score of a review is
within the range of [-1, +1], where -1 indicates
strongly negative, and +1 means strongly positive.

4.1.4 SentiStrength
SentiStrength predicts the strength of positive and
negative sentiments in short texts. The range of
sentiment value of negative sentiment could be be-
tween -1 to -5; For the positive sentiment, the score
can range between +1 and +5.

4.2 Machine Learning Approaches
4.2.1 ML Classifiers
In this work, we employ five popular supervised
ML classifiers: Logistic Regression (LR), Ridge
Regression (RR), Support Vector Machine (SVM),
Random Forest (RF), and Extra Tree Classifier (ET)
for identifying the polarity of the customer review.

4.2.2 Experimental Settings
The review texts are segmented into words and con-
verted to a matrix of term frequency-inverse doc-
ument frequency (TF-IDF) features. We calculate
the TF-IDF score for all words in the review using
the scikit-learn library (Pedregosa et al., 2011), and
the resultant matrix is feed to supervised ML clas-
sifiers. To evaluate the performance of various ML
classifiers, we use 10-fold cross-validation. For all
the ML classifiers, the default parameter settings
of the scikit-learn library (Pedregosa et al., 2011)
with class-balanced weights are used.

4.3 Hybrid Approach
We present a hybrid methodology for sentiment
classification by leveraging both the lexicon-based
and ML-based approaches. Based on the predicted
polarity scores of the reviews determined by the
lexicon-based method LRSentiA (Sazzed and Ja-
yarathna, 2021), we categorize them into three
groups.

1. Minimal opinion group (MOG): When LRSen-
tiA assigns a polarity score of 0 to a review, it
falls into the MOG category. A review with a
0 polarity score is considered as a positive pre-
diction assuming that a negative review has
a higher chance of having negative polarity
scores than a positive review with a positive
polarity score. Thus, predictions with non-
negative polarity scores are considered posi-
tive predictions.

https://github.com/sazzadcsedu/SSentiA.git
https://github.com/sazzadcsedu/SSentiA.git
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Figure 1: The proposed hybrid approach

2. Fair opinion group (FOG): When the pre-
dicted polarity score of a review is between
< −2,+2 >, it belongs to the FOG group.

3. Strong opinion group (SOG): The reviews
with polarity scores above +2 or less than -
2 fall into SOG.

We assume if a lexicon-based method predicts
the class of a review with a high polarity score
(i.e., highly positive (> 2) or highly negative score
(< −2)), it is highly probable that prediction is
correct. As the lexicon-based method relies on the
polarity of individual opinion words, if the overall
polarity score is strongly positive or negative, then
the review consists of mostly positive aspects (high
positive score) or negative aspects (high negative
score); thus, the prediction is probably correct.

After excluding the reviews belong to strong
opinion group (SOG), the remaining two groups
contain reviews which the lexicon-based method
cannot distinguish confidently based on the opinion
words present in the review. This scenario could
happen due to various reasons, such as lexicon
coverage problems or the complexity of natural
languages. These groups are more prone to mis-
classification by the lexicon-based methods.

ML classifiers have been successfully applied in
numerous problems in varying domains when data
is noisy or explicit rules can not separate the classes
well. Since supervised ML classifiers are capable
of characterizing the best mapping from input to
output, we employ an ML classifier for the reviews

Figure 2: Sample reviews from BanglaRestaurant
dataset

that require learning the implicit pattern from the
labeled data rather than just using the polarity of the
individual opinion words to find overall sentiment.

The overall predictions by the hybrid method
consist of predictions by LRSentiA for the highly
polar reviews and an ML classifier for the remain-
ing reviews.

5 Impact of Demography in Linguistic
Attributes of Review

We analyze whether the demography of the reviews
has any impact on the linguistic characteristics of
the reviews. We consider two datasets, which dif-
fer in the following demographic aspects, geogra-
phy (i.e., the location where reviews were written)
and language nativeness of speakers (i.e., whether
native or non-native speakers of English wrote re-
views). Our developed BanglaRestaurant corpus
is curated in Bangladesh, where people are non-
native speakers of English (sample reviews shown
in Figure 2). We contrast this dataset with the Yelp
restaurant reviews, which were written by USA-
based (mostly) English native speakers (sample
reviews shown in Figure 3).

The Yelp dataset contains 6860 positive com-
ments and 1676 negative comments in contrast to
1702 positive samples and 613 negative samples
in BanglaRestaurant dataset. To avoid any kind
of influence of class distribution and dataset size,
we use the same number of reviews from both the
BanglaRestaurant and Yelp datasets. For the Yelp
dataset, we randomly shuffle and then select 1702
positive samples and 613 negative reviews out of
6860 positive and 1676 negative reviews present.
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Figure 3: Sample reviews from the Yelp restaurant
dataset

We analyze the following characteristics of the
reviews in two datasets. For the Yelp dataset, the
numbers represent the average results of five ran-
dom selections of 1702 positive comments and 613
negative comments.

1. Word count of the corpus: The numbers of
words present in both corpora are provided.

2. Sentence count in the corpus: We report the
number of sentences present in both datasets.

3. Average review length (word-level): The aver-
age review length in word-level indicates the
average number of words present in a review
of a corpus.

4. Average review length (sentence-level): The
average review length in sentence-level refers
to the average number of words present in a
review of a corpus.

5. Average sentence length: This metric provides
the average number of words each sentence
contains in reviews that belong to a corpus.

6. Coverage of a lexicon: Furthermore, we com-
pute the lexicon coverage of two English lexi-
cons (Liu, 2010) and (Hutto and Gilbert, 2014)
in both datasets. The lexicon coverage can as-
sess the presence of diverse opinion words in
the reviews, which indicates the vocabulary
range of users.

7. Usage of the complex sentence in reviews:
Besides, we study the complexity of the re-
views at the sentence level. A complex sen-
tence usually contains one or more dependent

(subordinate) clauses and one or more inde-
pendent clauses. A subordinating conjunction
is a word or phrase that connects a depen-
dent clause to an independent clause. Some
examples of subordinating conjunctions are,
although, as, because, before, how, if, once,
since, etc.. We examine the presence of 50
common subordinating conjunctions 3 in both
corpora to analyze the complexity of the re-
views.

6 Results

Method Pre. Rec. F1 Acc.
SentiStrength 0.896 0.789 0.839 88.0%

TextBlob 0.896 0.821 0.857 88.7%
VADER 0.895 0.824 0.858 89.2%

LRSentiA 0.901 0.822 0.860 89.5%
ET 0.846 0.832 0.834 87.9%
RF 0.855 0.833 0.840 88.0%
LR 0.878 0.904 0.891 91.4%
RR 0.884 0.901 0.893 91.7%

SVM 0.882 0.903 0.893 91.5%

Table 1: Performances of Various Lexicon-based and
ML-based Methods in BanglaRestaurant Dataset

Group Pre. Rec. F1 Acc.
MOG NA NA NA 61.65%

(201/326)
FOG 0.86 0.84 0.85 87.04%

(578/664)
SOG 0.97 0.95 0.96 97.58%

(1293/1325)
Overall 0.90 0.82 0.86 89.5%

(2072/2315)

Table 2: Performance of The Best Lexicon-based
Method LRSentiA in BanglaRestaurant Dataset

Table 1 reveals that TextBlob, VADER, and
LRSentiA perform similarly, where the Sen-
tiStrength yields comparatively lower F1 score and
accuracy. SVM, LR, and RR provide a similar
F1 score of around 0.89 and an accuracy of 91%,
which is a bit higher than the top lexicon-based
method, LRSentiA. Decision tree-based ML clas-
sifiers such as DT and ET provide comparatively
low accuracy and F1 score compared to other ML
classifiers.

3https://github.com/sazzadcsedu/
50SubordinateConjunctions.git

 https://github.com/sazzadcsedu/50SubordinateConjunctions.git
 https://github.com/sazzadcsedu/50SubordinateConjunctions.git
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Features BanglaRestaurant Yelp
Total number of words in corpus 61523 295781.2

Total number of sentences in corpus 7258 22588.6
Avg. number of words/review 26.575 127.767

Avg. number of sentences/review 3.1352 9.757
Avg. number of words/sentence 8.47 13.09

Number of opinion words (Hu-Liu) 4377 16112.4
Lexicon coverage (Hu-Liu) 7.1% 5.4%

Number of opinion words (VADER) 4655 16429.6
Lexicon coverage (VADER) 7.56% 5.55%

Subordinating conjunctions in corpus 1214(61523) 8704.4(295781.2)
Subordinating conjunctions per reviews 0.52 3.76

Table 3: The Various Linguistics Attributes of Reviews Belong to Yelp and BanglaRestaurant Datasets

Method F1 Score Accuracy
LRSentiA 0.755 79.6%

ET 0.744 79.6%
RF 0.776 78.8%
RR 0.831 85.1%
LR 0.840 85.7%

SVM 0.845 86.3%

Table 4: Accuracy and F1 Scores of Various ML Clas-
sifiers in MOG and FOG Groups (990 Reviews)

Method F1 Score Accuracy
Hybrid-LR 0.902 92.5%

Hybrid-SVM 0.915 92.75%

Table 5: Accuracy and F1 Scores of The Hybrid Ap-
proach Integrating Two Best Performing ML Classi-
fiers

Table 2 exhibits that lexicon-based method
LRSentiA fails to classify the reviews correctly
in many cases when the predicted polarity score
is low (i.e., between -2 and +2, inclusive). In the
MOG and FOG groups, only 779 out of 990 re-
views are classified correctly. We notice when the
lexicon-based method predicts with high polarity
score, it is accurate in most cases. Among 1325
reviews, the predictions of LRSentiA are true for
1293 cases with an accuracy of 97.5%.

Table 4 presents the performance of ML classi-
fiers in the complex subsets (MOG and FOG) of
BanglaRestaurant reviews (i.e., 990 reviews out
of 2315), which the lexicon-based method fails to
not discern correctly. We find that most of the ML
classifiers yield better performance compared to
the lexicon-based classifier. The best performing
classifier SVM increases F1 score 12% over the

lexicon-based method in the MOG and FOG confi-
dence groups.

Table 5 shows that the proposed hybrid method
enhances the F1 score and accuracy of classifica-
tion by integrating an ML classifier such as LR or
SVM with the lexicon-based method. While the
best lexicon-based and ML-based methods show F1
scores of 0.86 and 0.893, respectively, the hybrid
approach incorporating the SVM classifier attains
an F1 score of 0.91.

From Table 3, we observe that Yelp review
lengths are much higher in both word and sentence
levels. The sentiment lexicon shows higher cov-
erage in BanglaRestaurant; The presence of the
subordinate clause, which refers to the complex
sentence, is more obvious in the Yelp dataset.

7 Discussion

We observe in the BanglaRestaurant dataset per-
formance of the lexicon-based approach is close
to the ML-based classifiers. The best macro F1
score is obtained from the SVM classifier, which
is around 89%; The most accurate lexicon-based
method LRSentiA achieves an accuracy of 86%.
This result is expected as supervised ML classifiers
usually perform better than lexicon-based methods.

From Table 2, it is evident that the lexicon-based
method is very effective when the review polarity is
easily distinguishable either as positive or negative.
If a user review is comprised of mixed opinions
towards various entities or sentiment is not obvious,
it is often difficult to assign the overall polarity
using the lexicon-based method. In contrast, the
ML classifiers learn implicit patterns from training
data, thus, are capable of determining the overall
sentiment of a review even though the opinion is
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not apparent. Thus combining both the lexicon and
ML-based classifiers in the sentiment classification
framework improves the performance.

We notice the hybrid approach yields an overall
F1 score of 0.915 in the BanglaRestraurant cor-
pus, an improvement of 6% (0.860) over the best
lexicon-based method and 3% (0.892) over the best
ML-based classifier. Although the increase of the
F1 score is not much compared to the best ML clas-
sifier, the main advantage of the proposed hybrid
approach is that it does not require any annotated
data. Review data is usually readily available on
the web; the primary challenge is to label the data.
Thus, the proposed hybrid approach can be very
effective for addressing the data annotation diffi-
culties. We find the features characteristics of the
reviews are distinct in BanglaRestaurant and Yelp
datasets, which represent data from different de-
mography.

8 Summary and Conclusions

In this work, we introduce a hybrid approach
for sentiment classification in a newly created
BanglaRestaurant dataset. The proposed hybrid ap-
proach combines the lexicon-based method LRSen-
tiA with the SVM classifier to improve the per-
formance of sentiment classification. The results
suggest that lexicon-based methods are mainly ef-
fective at classifying reviews that contain strong
opinions. However, they struggle to determine sen-
timent when the polarity is not obvious. Hence, it
is necessary to incorporate an ML classifier that is
robust for complex cases.

In addition, we provide a comparative analysis of
review data curated in different demography. We in-
vestigate various linguistic features of reviews that
belong to these two datasets. The first dataset con-
tains (i.e., BanglaRestaurant) reviews written by
non-native English speakers of Bangladesh; while,
reviews of the other dataset (i.e.,Yelp) were writ-
ten by (mostly) English native speakers located in
the USA. We observe differences in the various
linguistic characteristics of reviews in these two
datasets.
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