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Abstract

The debate around climate change (CC)—its
extent, its causes, and the necessary re-
sponses—is intense and of global importance.
Yet, in the natural language processing (NLP)
community, this domain has so far received
little attention. In contrast, it is of enor-
mous prominence in various social science
disciplines, and some of that work follows
the ”text-as-data” paradigm, seeking to em-
ploy quantitative methods for analyzing large
amounts of CC-related text. Other research
is qualitative in nature and studies details, nu-
ances, actors, and motivations within CC dis-
courses. Coming from both NLP and Po-
litical Science, and reviewing key works in
both disciplines, we discuss how social sci-
ence approaches to CC debates can inform
advances in text-mining/NLP, and how, in re-
turn, NLP can support policy-makers and ac-
tivists in making sense of large-scale and com-
plex CC discourses across multiple genres,
channels, topics, and communities. This is
paramount for their ability to make rapid and
meaningful impact on the discourse, and for
shaping the necessary policy change.

1 Introduction

Anthropogenic climate change (CC) has become
a central topic of global, national, and local de-
bates across multiple arenas and channels that in-
volve virtually all branches of society. From private
talk to public social media exchanges, from sci-
entific papers to journalistic articles in traditional
mass media, from statements by stakeholders (in-
dustry, civil society groups, etc.) to political de-
liberations in national parliaments or in interna-
tional organizations—no sphere is without refer-
ences to climate change. While climate scientists
have reached a consensus that climate change is
real, that it is caused by human activity on the
planet, and that is has and will have adverse effects

for humanity and the biosphere around the planet
(Cook et al., 2016), public debates on CC and on
the policy implications remain highly controversial
(see, e.g., (Hulme, 2009)).

Natural Language Processing (NLP) is well-
positioned to help study the dynamics of the large-
scale and complex discourse on CC. Activists and
policy-makers need NLP tools through which they
can filter, order, and make sense of the vast amount
of textual data produced on CC. However, within
the NLP community, the amount of work done so
far on CC remains limited. In the words of Luo
et al. (2020, p. 3296), the topic of climate change
”has received little attention in NLP despite its real
world urgency”. This is in contrast to the attention
that CC discourses receive in climate and environ-
mental science and in various social sciences.

We argue in this paper that the research ques-
tions, insights and methods applied in these disci-
plines can provide useful orientation for NLP prac-
titioners. And conversely, the general advances in
NLP can provide more reliable and valid tools to
actors aiming at shaping policy and influencing in-
dividual behavior. Such tools for monitoring the
discourses across the multitude of channels, genres,
speakers, and topics can enable policy-makers and
activists to more rapidly respond to discourse shifts,
which is of huge importance given the speed of the
ongoing climate change.

To set the stage, in Section 2, we explain what
we mean by CC ”discourses” and we delineate the
different readings of the term. Next, Section 3 takes
the viewpoint of the NLP community and summa-
rizes work that has been done in the field so far.
Section 4 describes key studies taken from the so-
cial science literature, which study CC discourse in
different ways and to different ends. Our emphasis
here is on the methodological choices that are being
made. Section 5 provides a comparative analysis
and proposes points of synergy that we regard as
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recommendations for NLP work. Our conclusions
on the potential positive impact of NLP for making
sense of the CC debate are presented in Section 6.

2 Climate Change ”Discourses”

The term discourse is both polysemous and vague.
In NLP and its branch of ‘discourse processing’,
its default reading refers to a single text or a sin-
gle dialogical interaction that becomes an object
of study, involving phenomena that cross sentence
boundaries (anaphoric reference, coherence rela-
tions, and so on). That reading is largely irrelevant
for our purposes here.

In the social sciences, theories and definitions
of discourse(s) and methods of discourse analysis
are highly diverse. In the context of environmental
policy, Hajer and Versteeg (2005, p. 175) define a
discourse as the ”ensemble of ideas, concepts and
categories through which meaning is given to social
and physical phenomena, and which is produced
and reproduced through an identifiable set of prac-
tices”. Thus, when we refer to the climate change
discourse, we refer to the ensemble of practices of
writing about or debating CC-related matters by
one or multiple actors in various physical or digital
arenas.

In much of the empirical literature on CC debates
that we review below, this results in a focus on one
of two dimensions of discourse:

• Discourse1: Focus on exchanges on different
technical media (”channels”) and in different
genres:

– Traditional news media
– Social media
– Scientific exchange
– Parliamentary debate
– ...

• Discourse2: Focus on social communities en-
gaged in the topic-specific interaction, possi-
bly using multiple channels (but studies often
focus on single channels):

– Grouped by role in the social constella-
tion:

* Politicians

* Scientists

* Industrial stakeholders

* Interest groups (environmental, etc.)

* Individuals

* ...
– Grouped by stance toward the topic:

* Climate change believers/accepters

* Climate change sceptics/deniers

* ...

Once one zooms in on the stances on CC more
closely, further dimensions of Discourse2 become
visible. For example, Anshelm and Hultman
(2015) develop a more fine-grained stance classifi-
cation distinguishing between ”industrial fatalism”,
”Green Keynesian”, ”eco-socialist” and ”climate-
sceptic” discourses.1

Whether studies on CC detect a divided debate or
a relatively unified conversation (Wetts, 2020) will
depend on the types of discourse dimensions stud-
ied as well as on the level of analysis. This should
be important also for NLP practitioners when they
select a set of data for their work, as certain differ-
ences in nuances on stances may remain inconse-
quential in a social media debate between individ-
uals, but can have significant policy implications
when uttered by political leaders in a parliamentary
debate.

3 CC discourse: Research in the NLP
community

The difference between this and the following sec-
tion is one of scientific community: In the present
section, we briefly summarize work that has been
done on CC-related data and was presented at
NLP/Computational Linguistics or AI meetings.
The number of such publications is small, so we
mention them here in chronological order. Hence-
forth, we use lowercased ”cc” and ”gw” as short-
hand for ”climate change” and ”global warming”,
respectively, as a search bigram employed by re-
searchers for retrieving their data.

Diakopoulos et al. (2014) crawled 1.5 mio posts
from 3,000 blogs, found by the query term cc or
one from a short list of other terms, and manually
coded a selection of blogs as belonging to sceptic
or accepter discourse. 133 topical terms of CC dis-
course are taken from previous work, and for each
term, correlations with ”virtue” and ”vice” words

1”Industrial fatalism”: apocalyptic scenarios are to be an-
swered by technologcial solutions; ”green Keynesian”: CC
is but one symptom of an institutional ecological crisis that
requires redistribution of global resources; ”eco-socialist”: CC
is a result of the pathological growth ideology of industrial
capitalist society; ”climate-sceptic”: emissions with anthro-
pogenic causes are not responsible for climate change, and no
huge interventions are necessary.
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(from the General Inquirer lexicon) are computed
for both groups of blogs. Then visual analytics are
applied to manually compare the discourses. Differ-
ences between blogs are found to be mainly in the
framing of ”climate science” and ”quality of life”.
In continuation of this work, Salway et al. (2016)
built a corpus of CC blog posts in three languages.
They applied network analysis to the graph of blog
linkages and detected four prominent communities
of bloggers.

The CC topic became more visible in the NLP
community when (Mohammad et al., 2016) intro-
duced the new SemEval task ”stance detection of
tweets”, where ”Climate change is a real concern”
was one of five statements for which a dataset was
built. Beyond this, however, CC was not addressed
in any more specific way.

Pathak et al. (2017) collected tweets around the
2015 UN CC conference in Paris, using about 20
search keywords and a similar number of hash-
tags, as well as three Twitter accounts dedicated
to the conference. Term lists for CC subtopics are
constructed by extending seed words with similar
words gathered by a word2vec model. Then, opin-
ion and emotion analysis tools are applied. Results
are plotted in particular for correlations of emotions
and topics and the role of ”influencers” versus less
prominent accounts.

Jiang et al. (2017) gathered 11,000 newspaper ar-
ticles from four British broadsheets over the years
2007-2016. The search criterion was that cc has to
occur at least three times. They use LDA to find
sentiment targets in the texts, and by employing
SentiWordNet to label keywords in the associated
topics, they found some differences between news-
papers in their topic-sentiment association.

Recently, Luo et al. (2020) were the first to ap-
ply a broad range of current NLP techniques to
the CC domain. They introduce a corpus of 2,000
CC sentences from 63 US news sources (2000-
2020), which were labeled by crowdworkers for
stance toward ”climate change is a real concern”
(cf. (Mohammad et al., 2016) above). The base cor-
pus of 56,000 articles was built with four bigram
and two unigram query terms. Dependency pars-
ing and coreference resolution are applied to en-
able extraction of opinion statements using a set of
hand-coded patterns. These statements allow to dis-
tinguish self-affirming versus opponent-doubting
frames in quoting sources of information. A BERT
model is employed for stance classification, allow-

ing to identify accepter and sceptic media.
Recently, Koenecke and Feliu-Fabà (2020) study

whether CC sentiment in tweets changed in re-
sponse to five natural disasters occurring in the
US in 2018. Tweets had to contain one of the
terms cc or gw, plus at least one instance of a set of
natural-disaster terms. This yielded 800 pre-event
and 6,000 post-event tweets. An array of standard
ML tools were tested for classifying accepter ver-
sus sceptic tweets. RNNs with GloVe embeddings
performed best, yielding an accuracy of 75%. A
cohort-level analysis then shows that the 2018 hur-
ricanes yielded a statistically significant increase in
average tweet sentiment affirming CC, while other
disasters did not.

Summary In the absence of any ”standard CC
dataset”, the NLP research so far has been scattered.
Types of target texts (Discourse1) were limited to
news (Jiang et al., 2017; Luo et al., 2020), blogs
(Diakopoulos et al., 2014; Salway et al., 2016) and
Twitter (Pathak et al., 2017; Koenecke and Feliu-
Fabà, 2020); no comparisons across genres or chan-
nels were made, and there was no attention on po-
litical arenas or on statements by individuals and
interest groups that are meant to directly influence
policy-making. In terms of methods and goals we
found network analysis for detecting communities
(Salway et al., 2016; Pathak et al., 2017), senti-
ment/stance classification for Discourse2 group-
ing (Diakopoulos et al., 2014; Pathak et al., 2017;
Jiang et al., 2017; Luo et al., 2020; Koenecke and
Feliu-Fabà, 2020), topic modeling for computing
topic/sentiment correlations (Jiang et al., 2017),
and fine-grained framing distinction (Luo et al.,
2020).

4 CC discourse: Research in the social
sciences

In the following we provide a synthesis of a
subjective selection of papers from journals in
communication science, political science, and cli-
mate/environmental science that address CC dis-
course. All selected contributions take a ”text-as-
data” approach (Grimmer and Stewart, 2013) and
use either semi-automatic methods such as corpus-
linguistic collocation analysis or fully-automatic
text mining methods. The papers we chose
are either frequently cited or representative for
widespread methodological approaches; a few are
selected because they are innovative, either in terms
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of method or in terms of the text genre(s) being ad-
dressed.

We group the discussion along the targeted text
genres or media (i.e., our Discourse1 dimension), to
illustrate the range of underlying social science re-
search questions and the data used to answer them.
Then, in the second subsection, we summarize and
assess the methods used, and we close the section
with remarks on the relation between qualitative
and quantitative research.

4.1 Genres and research questions

News media News text has for a long time been
a highly prominent object of study in quantitative
text analysis in the social sciences. In an early pa-
per on CC, Trumbo (1996) determined how much
coverage the topic received in 5 US newspapers,
and he manually coded texts for using frames in the
sense of Entman (1993) (see Sct. 5). Frames were
also studied intensively by Hoffman (2011), who
hand-coded 800 newspaper op-eds for (i) overall
stance (convinced, sceptical, neutral, unclear); (ii)
topical frame categories (science, risk, technology,
economics, religion, political ideology, national
security); and (iii) whether arguments used diag-
nostic, prognostic or motivational frames (Entman,
1993). Findings included that in the press, accepter
articles usually come from journalists, while scepti-
cal texts tend to be letters to the editor. Yet another
conception of frames was recently used by Stec-
ula and Merkley (2019) who employed supervised
classification to obtain 14,000 articles on the CC
topic. The authors found that frames of ”economic
decline as a result of mitigating CC” are on the
decline, and that frames highlighting scientific un-
certainty (rather than CC consensus) are in sharp
decline.

A different question was investigated by Boykoff
and Boykoff (2007), who studied CC coverage on
TV and in newspapers to determine whether adher-
ence to the ”journalistic norms” of personalization,
drama, novelty, authority-order and balance con-
tributed to impediments in covering anthropogenic
CC. They found that the goals of balance and drama
lead to fringe scientists getting more attention than
would be proportionally warranted.

A different, in some sense more ”modest”, line
of work is interested in the amount of coverage
of CC in the press, and possible correlations with
important events. Lyytimäki and Tapio (2009) stud-
ied 4,000 texts from the Finnish press, with man-

ual coding of topical relevance following an auto-
matic retrieval. Other work in this vein added the
aspect of cross-country comparison: Grundmann
and Krishnamurthy (2010), for example, worked
with newspapers from four countries. Besides com-
paring attention to CC across the countries, they
offered observations on the basis of word frequen-
cies and collocation lists. Schmidt et al. (2013) ex-
tended the comparison of attention to an impressive
list of 27 countries with a corpus spanning 15 years.
In contrast, O’Neill et al. (2015) focused specifi-
cally on the coverage of newly-released IPCC re-
ports in newspapers, and also on TV and in Twitter.
Studying the frames used in reporting about spe-
cific IPCC working groups, the authors proposed
some recommendations on how to communicate
particular kinds of information in future climate
science reports.

Topic modeling is generally a popular tool in
”text-as-data” research. Applying it to a corpus
of 78,000 CC articles from 52 US newspapers,
Bohr (2020) identified 28 themes related to cli-
mate change, whose prevalence (according to his
interpretation) partly depends on the political ori-
entation of the respective editorial boards.

Social media Key questions in research on CC
discourse in social media concern how discursive
networks and ”discursive landscapes” (Schoenfeld
et al., 2018) form, and what drives the polarization
in CC debates. For example, Elgesem et al. (2014)
aimed to ”chart the entire structure of the climate
change blogosphere”. They crawled 1.3 mio posts
from 3,000 blogs and ran community detection al-
gorithms. Blogs were manually classified as scep-
tic, accepter, or neutral; after running LDA, cer-
tain associations between blogger subcommunities
and topics were found. Similarly, Pérez-González
(2020) used concordance and visualization tools
on 450,000 tokens from five blogs and show that
terms such as ”bias”, ”dogma” or ”peer review”
are framed with different motifs depending on the
bloggers ideological orientation.

Many studies are performed on Twitter data. As
an example of a largely descriptive analysis, Da-
hal et al. (2019) collected 360,000 tweets with five
CC-related bigrams, and plotted distributions over
topics (via LDA), countries and time. Veltri and
Atanasova (2015) collected 60,000 tweets repre-
senting a random week (using the bigams cc and
gw), built cooccurrence networks over weighted
terms and used centrality measures to determine
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the salient topics. Further, using an emotion lex-
icon revealed that emotionally arousing text was
more likely to be shared. Samantray and Pin (2019)
worked with 14 mio Tweets from 3.5 mio users,
written over 10 years (also found with the bigrams
cc, gw). They classified Tweets and users for
stance believer/denier/neutral, and with sentiment
and emotion lexicons they computed correlations
between polarizing language and the degree of in-
teraction between people with similar versus antag-
onistic viewpoints.

Parliamentary debate and political speech
Though the amount of available data from CC-
dedicated political debate is small, the research
perspectives taken here show that attention to differ-
ent genres is crucial for moving beyond the foci on
measuring coverage and polarization. For instance,
by working with a speech corpus of 100,000 words
from the UK parliament’s debate on the 2008 Cli-
mate Change Bill, Willis (2017) found that climate
change is presented through ”strongly scientific,
technical and economic language”, and he thus de-
rived a tendency to de-politicize CC in parliament,
and to frame it as a technical issue that is amenable
to straightforward policy action.

More advanced research questions at the inter-
section of social science and linguistics also come
with somewhat more elaborate computational meth-
ods. Majdik (2019) worked with US congressional
records from 1994 to 2016 and retrieved 30,000
instances of speech mentioning cc or gw. After
POS tagging and extracting bigrams, regular ex-
pressions are employed to analyze the context of se-
lected combinations of cc/gw and verbs, which lead
to a comparison of ”active-agentive” to ”passive-
agentive” mentions in the speeches. On a related
genre, (Calderwood, 2020) took a random sam-
ple of presidential speeches, ranging from Georg
H. Bush to Obama, querying with ”climat*” and
”warm*”. One resulting observation showed cer-
tain patterns of invoking CC when the speech is
given in specific geographical locations.

Institutional text and reports Documents from
specific institutions play an important role for many
social science research questions. When Barke-
meyer et al. (2016) compared the ”summary for
policymakers” of IPCC reports to other scientific
communication, they found that the summaries
have a low readability and differ notably in terms
of ”optimism scores” as derived with a sentiment

dictionary. Other types of documents reveal a shift
in the CC discourse from prevention to mitigation:
Jaworska (2018) studied corporate social responsi-
bility and environmental reports that were produced
by major oil companies from 2000 to 2013. Using
corpus-linguistic tools she found a trend toward
highlighting the risks of CC. This suggests that fu-
ture research may find a new divide, not between
deniers and accepters but between the attitudes ”we
can do something” and ”CC is an unpredictable
risk”. A different trend was found by Wetts (2020)
in a corpus of 1,700 institutional press releases
(1985 to 2013). With topic modeling and cluster
analysis she found the discourse among interest
groups to become ”post-political”, i.e., less polar-
ized, over time.

Looking specifically at CC denial, Boussalis
and Coan (2016) used LDA on 16,000 documents
from 19 organizations to find typical topics that
contrarian actors link to CC. Going a significant
step further, Farrell (2019) turned to intentional
misinformation. Using the Stanford NER system
he detected 28,000 different names of individuals
and organizations connected to the American ”Phi-
lantropy Roundtable” organization (in magazines,
almanacs and other online sources). Similarly he
built a list of people known to be associated with
deliberate misinformation, and then he computed
the intersection with an approximate string match-
ing algorithm.

Other genres Finally, we mention two examples
of work on corpora from other sources. Hulme et al.
(2018) built a CC subcorpus of the editorials of the
Nature and Science journals, ranging from the mid
1960s to 2017. Eight frame categories, similar to
those mentioned above for (Hoffman, 2011), were
manually assigned to the texts. Observing the shift-
ing frames over time and the differences between
Europe and North America underscores that scien-
tific communication around the CC discourse is not
homogeneous and deserves continued attention.

Citizens’ voices on CC can be found not only
on social media. Devaney et al. (2020) compiled
a small corpus of 1,885 citizen submissions to the
Irish Citizens’ Assembly on climate change. Com-
bining LDA with a qualitative analysis of a 10 per
cent sample, they drew lessons ”for enhancing en-
vironmental literacy by improving climate crisis
communication and engagement strategies”. Be-
yond the polarization question, the submissions
show what issues citizens care about when they
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talk about climate change—which in turn can ad-
vise policy-makers in shaping policy solutions.

4.2 Methods applied

We briefly summarize the text mining/NLP meth-
ods that have been used in the work mentioned
above (and in some other social science research),
vaguely in the order of increasing complexity or
sophistication.

• perform bigram matching for finding texts
about climate change (often just the two bi-
grams cc and gw; sometimes more extensive
Boolean queries, as in (Schmidt et al., 2013)),
occasionally followed by manual filtering
(e.g., (Lyytimäki and Tapio, 2009; Hulme
et al., 2018)

• run straightforward term frequency and col-
location analysis as a preparation for manual
corpus inspection (e.g., (Willis, 2017)); some-
times with sophisticated visualisation (Pérez-
González, 2020)

• compute bigram frequencies, or combine POS
tagging with regex search to find verb usage
patterns (Majdik, 2019)

• apply lexicons (sentiment, emotions, LIWC,
etc.) ”out of the box” (e.g., (Barkemeyer et al.,
2016))

• apply supervised classification to find CC
texts and detect the presence of frames (econ-
omy, ideology, uncertainty) (Stecula and
Merkley, 2019)

• apply topic modeling, usually LDA, without
much further intepretation (e.g., (Dahal et al.,
2019)) or with extensive subsequent interpre-
tation (e.g., (Boussalis and Coan, 2016))

• apply topic modeling and combine this with
other methods, such as network analysis (Elge-
sem et al., 2014) or cluster analysis (Wetts,
2020), in order to study a dedicated research
question

• combine multiple techniques (sentiment, emo-
tion, network analysis) to arrive at a fairly
complex concept like ”credibility of a tweet”
(Samantray and Pin, 2019)

4.3 Qualitative and quantitative research
We wish to point out that in the social sciences,
the body of qualitative research on CC-related dis-
course is hardly smaller or less diverse than that of
the quantitative work. Qualitatively-oriented stud-
ies show, for example, that effective communica-
tion on CC policy can result in citizen assemblies
supporting specific policy proposals (Muradova
et al., 2020). Carpenter (2002) traced how shifts in
interest group discourses impacted negotiations of
states at the COP-6. And studies on public opinion
demonstrated that the quantity of media coverage
on CC did not impact public opinion as much as
”elite cues” represented through partisan press re-
leases or voting. A common theme, in any case, is
that one needs to study CC discourse across chan-
nels and communities in order to understand the
(lack of) impact on opinion or policy.

5 Analyzing the CC debate: Goals and
methods

In the social sciences, three criteria are often used
to assess the quality of research (see, e.g., (Kantner
and Overbeck, 2020)):

• Reliability: Are analyses stable over time and
can they be reproduced by other researchers?

• Representativeness: Does the selected data
represent the variability in the underlying tex-
tual population?

• Validity: Do the analyses on the data actually
measure the theoretically-derived (or under-
lying) concepts, i.e., are they helpful for the
research question?

The first point corresponds quite clearly to the goal
of reproducibility in NLP and does not require fur-
ther comment here. In this section, we will thus
reflect on the other two points. An the end, we
summarize the takeaway messages that we propose
for NLP.

5.1 Representativeness
Unless a certain dataset trvially represents the total-
ity of a target discourse (e.g., all CC submissions
to the Irish Citizens’ Assembly; (Devaney et al.,
2020)), the work starts with assembling the subcor-
pus of texts that are relevant for the research ques-
tion. As we pointed out in Section 4, the majority
of studies employ just two bigrams (cc, gw), while
a few use longer flat lists of terms (Pathak et al.,
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2017) or combine terms into elaborate Boolean
queries (Schmidt et al., 2013). In comparison, cli-
mate change is a relatively ”friendly” domain in
this respect, as the cc bigram intuitively promises
relatively good quality in terms of both precision
and recall. Nonetheless, one has to be aware of
pitfalls, for instance when working with older text,
where ”global warming” and ”greenhouse effect”
in many discourses were the central representa-
tive terms. These questions have consequences
for comparing the results and insights of different
studies, for example on polarization; as noted by
Calderwood (2020): ”climate change” and ”global
warming” can be used as politically-sensitive terms,
while others like ”carbon emission” are more neu-
tral.

A follow-up question concerns the ”degree of
topicality” of texts. The vast majority of work dis-
cussed above ran algorithms on the retrieved set of
documents under the assumption that they are of
equal relevance. However, in our own (ongoing)
work on building a CC subcorpus of newspaper
articles, we noted that querying the cc bigram also
yields plenty of wine discussions and restaurant re-
views. Depending on the size of the dataset, either
noise is to be tolerated, or a step of manual filtering
can be undertaken to improve precision, as also
noted for news text by Lyytimäki and Tapio (2009)
and for Science/Nature editorials by Hulme et al.
(2018). On the latter corpus, ongoing work in our
group found that supervised topic-frame classifica-
tion works better for those texts that have a higher
degree of ”climate topicality”, in comparison to
texts that only mention CC in passing.

In general, supervised classification has not yet
received a great deal of attention in the social sci-
ence work, the exception in our survery being the
study by Stecula and Merkley (2019), who used
it both for finding topical texts in a large corpus
and for identifying framing categories within the
texts. They did not provide any evaluation of these
steps, though; this is a point where established NLP
research routines could inform the social science
methodology.

5.2 Validity

Grimmer and Stewart (2013) stressed the danger of
applying automatic tools to a text corpus without
thorough reflection on what they actually measure.
In the studies discussed in the previous sections, we
find different attitudes toward this caution. Some-

times, the output of topic modeling or sentiment
analysis is rather straightforwardly used to plot cor-
relations with media types, time, or geographical
regions. Stipulating such correlations based on
NLP measures becomes much more critical when
people or communities are directly affected, for ex-
ample when Farrell (2019) relies on out-of-the-box
NER to find out which people or organizations are
associated both with philanthropy and with misin-
formation campaigns. Awareness of the risks of
noisy or imprecise tool behavior is important for so-
cial scientists. The NLP community thus needs to
consider its responsibility for making quality mea-
sures and domain or genre dependencies for their
tools transparent, so that they are not used where
their validity is low. One example of this discussion
is the realm of sentiment lexicons, where the polit-
ical science community found ”one of their own”
domain-specific tools (Young and Soroka, 2012) to
be more trustworthy than so-called general-purpose
lexicons.

Notwithstanding this note of caution, we be-
lieve that social science research should be open
to embracing NLP tools that move beyond the
well-established bag of words models and lexicon
matching, especially where it increases validity.
We agree with Grimmer and Stewart (2013) that
NLP starts when the analysis goes beyond bags
and ”digs deeper” into the linear order of words
and sentences for the purpose of extracting informa-
tion. We think that, for example, word embeddings
could receive more attention in social science in
contexts where the meaning of CC terms is com-
plex or shifting. Similarly, dependency parsing as a
preparatory step to deeper content analysis can be
highly relevant (also in conjunction with manual
rules), as demonstrated for CC texts by Luo et al.
(2020).

The ”deeper analysis” concerns in particular
the notion of framing, which is well-known to be
highly ambiguous and vague (Scheufele and Iyen-
gar, 2014, p. 6). This problem directly concerns the
axiom of validity in quantitative research: what is,
actually, being analyzed or measured? The major-
ity of work discussed in Section 4 refers to Entman
(1993), who stated that ”to frame is to select some
aspects of a perceived reality and make them more
salient in a communicating text, in such a way as
to promote a particular problem definition, causal
interpretation, moral evaluation, and/or treatment
recommendation”. However, while much research
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refers to Entman, we noted only one paper that
actually uses his categories for annotation and anal-
ysis (Trumbo, 1996). Most other frame sets are,
essentially, topic perspectives, as the list by Hoff-
man (2011) (quoted above) illustrates. Similar lists
have been defined by, inter alia, Hulme et al. (2018)
and O’Neill et al. (2015).

Whether frames are conceived as topics or as
epistemic categories (e.g., (Entman, 1993; Luo
et al., 2020)) makes a huge difference for valid-
ity of measurement in different research questions:
The mere presence of a topic-frame in a text is
to be distinguished from the stipulation that an
intentional communicative act of selecting or em-
phasizing has been performed. The computational
identification of subtle and purposeful framing re-
quires approaches that most certainly have to go
beyond bags of words. Linguistically-inspired NLP
researchers can help in sorting out these phenom-
ena, e.g., by systematically relating forms of fram-
ing to types of subjectivity analysis that are es-
tablished in the NLP community, such as stance,
aspect-based sentiment or argument mining.

Our final remark is that many interesting phe-
nomena in discourse analysis are simply too subtle
for automatic mining and instead require human
analysis to increase validity. Here, NLP has an
important role in preparing and annotating the cor-
pora, and also in making them available to analysts
in effective and comfortable ways.

5.3 Key takeaways for NLP
Considering the discussion in the previous sec-
tions, we summarize our main recommendations
for how the NLP community can contribute to
sense-making of the CC debate and of similar de-
bates that are being studied in the social sciences.

• Given the importance of subcorpus building
to the interdisciplinary study of the CC dis-
course, NLP can provide advanced and effec-
tive methods of finding topic-relevant cc texts
without relying on a few predefined bigrams.

• By studying ”smaller” genres such as polit-
ical speech or citizen voices on CC, NLP
can increase its relevance for policy debates
even where it does not deal with ”big data”,
viz. by increasing efficiciency and reliabil-
ity/reproducibility of analyses.

• NLP can contribute to tools that provide for
valid cross-channel and cross-genre analyses

to understand how CC discourses travel across
communities, genres, and time.

• NLP tools regularly need to be adapted to
domains and genres that are relevant for so-
cial science questions on CC discourses, as
opposed to just using them ”out of the box”.
This includes clarifying in what way a tool
depends on its training data or other sources
and how well it can be expected to perform
elsewhere.

• While social scientists studying CC may have
the domain expertise, the linguistic expertise
from the NLP community can help under-
standing how notions of ”framing” correspond
to established NLP tasks in subjectivity analy-
sis and topic classification, so that social sci-
ence can adopt tools that are relevant for such
tasks.

• More attention can be given to the connections
between network analysis (actors and their so-
cial relations) and NLP analyses, for example
to extend multiplex community detection or
to trace CC-related frame diffusion in online
and offline social networks.

• For phenomena that eschew fully-automatic
analysis, NLP and social sciences can collab-
orate on developing tools that support the hu-
man analyst and/or annotator in tracing CC
discourses, for example by easy corpus fil-
tering or visual analytics of frames, speaker-
topic networks and the like.

6 Conclusions: Climate change, NLP,
and the impact for social good

In this contribution, we have argued that NLP and
social science can enrich each other to more com-
prehensively study the complex discourse(s) on
climate change across channels, genres, communi-
ties, and topics. This is important because the CC
debate is unfolding among three large and diverse
actor communities:

• the general public,

• the policy-making communities (govern-
ments, public administrations, interest groups)
at national or international levels, and

• the scientific communities.
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Each community uses different genres, regis-
ters, and terminologies to communicate with each
other and with other communities about CC. These
communities shape individual and collective ideas,
frames, and, ultimately, the behavior that is conse-
quential for the future evolution of anthropogenic
climate change. While social scientists explore this
complex discourse in qualitative and quantitative
research, they lack the full toolbox to do so at scale.
And while NLP researchers are continuously ex-
panding the general NLP toolbox, they have so
far been selective in the channels and questions
they focus on when it comes to CC, more or less
choosing ”the usual suspects”.

The positive impact of combining both perspec-
tives is not guaranteed, but possible. As societies
increase their ability of ”making sense” of the CC
discourse, they get better at understanding and eval-
uating the politics and discourse landscape: Who
is trying to frame CC discussions, on what channel,
in what way, and for what interests? Is the CC
debate polarized, controversial, fragmented into
echo chambers or simply nuanced in an attempt
to find socially and politically accepted solutions?
Which frames are intentionally placed, and which
are taken over, consciously and subconsciously, in
traditional and new media? Why are some frames
more successful and thus more likely to shape ideas
that define public policy or collective behavior in
relation to CC?

Where NLP can help answer these questions
in reliable/reproducible, representative, and valid
ways, it can have a positive impact for the social
good beyond enriching the social sciences: Ulti-
mately, it may provide each of the three communi-
ties mentioned above with the ability to judge in
what direction one of the most important debates of
our time—the climate change discourse—is evolv-
ing, and to respond accordingly.
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