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Abstract

We propose a personalized dialogue scenario
generation system which transmits efficient
and coherent information with a real-time ex-
tractive summarization method optimized by
an Ising machine. The summarization prob-
lem is formulated as a quadratic unconstraint
binary optimization (QUBO) problem, which
extracts sentences that maximize the sum of
the degree of user’s interest in the sentences of
documents with the discourse structure of each
document and the total utterance time as con-
straints. To evaluate the proposed method, we
constructed a news article corpus with annota-
tions of the discourse structure, users’ profiles,
and interests in sentences and topics. The ex-
perimental results confirmed that a Digital An-
nealer, which is a simulated annealing-based
Ising machine, can solve our QUBO model
in a practical time without violating the con-
straints using this dataset.

1 Introduction

As mobile personal assistants and smart speakers
become ubiquitous, the demand for dialogue-based
media technologies has increased since they allow
users to consume a fair amount of information via
a dialogue form in daily life situations. Dialogue-
based media is more restrictive than textual media.
For example, when listening to an ordinary smart
speaker, users can not skip unnecessary informa-
tion or skim only for necessary information. Thus,
it is crucial for future dialogue-based media to ex-
tract and efficiently transmit information that the
users are particularly interested in without excess
or deficiencies. In addition, the dialogue scenar-
ios generated based on the extracted information
should be coherent to aid in the proper understand-
ing. Generating such efficient and coherent scenar-
ios personalized for each user generally takes more
time as the information source size and the number
of target users increase. Moreover, the nature of
conversational experiences requires personalization

in real time. In this paper, we propose a personal-
ized extractive summarization method formulated
as a combinatorial optimization problem to gener-
ate efficient and coherent dialogue scenarios and
demonstrate that an Ising machine can solve the
problem at high speeds.

As a realistic application of the proposed per-
sonalized summarization method for a spoken di-
alogue system, we consider a news delivery task
(Takatsu et al., 2018). This news dialogue system
proceeds the dialogue according to a primary plan
to explain the summary of the news article and
subsidiary plans to transmit supplementary infor-
mation though question answering. As long as the
user is listening passively, the system transmits the
content of the primary plan. The personalized pri-
mary plan generation problem can be formulated
as follows:� �

From N documents with different topics, sen-
tences that may be of interest to the user are
extracted based on the discourse structure of
each document. Then the contents are trans-
mitted by voice within T seconds.� �

Specifically, this problem can be formulated as an
integer linear programming (ILP) problem, which
extracts sentences that maximize the sum of the de-
gree of user’s interest in the sentences of documents
with the discourse structure of each document and
the total utterance time T as constraints. Because
this ILP problem is NP-hard, it takes an enormous
amount of time to find an optimal solution using the
branch-and-cut method (Mitchell, 2002; Padberg
and Rinaldi, 1991) as the problem scale becomes
large.

In recent years, non-von Neumann computers
called Ising machines have been attracting attention
as they can solve combinatorial optimization prob-
lems and obtain quasi-optimal solutions instantly
(Sao et al., 2019). Ising machines can solve combi-
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natorial optimization problems represented by an
Ising model or a quadratic unconstrained binary
optimization (QUBO) model (Lucas, 2014; Glover
et al., 2019). In this paper, we propose a QUBO
model that generates an efficient and coherent per-
sonalized summary for each user. Additionally, we
verify that our QUBO model can be solved by a
Digital Annealer (Aramon et al., 2019; Matsubara
et al., 2020), which is a simulated annealing-based
Ising machine, in a practical time without violating
the constraints using the constructed dataset.

The contributions of this paper are three-fold:

• The ILP and QUBO models for the personalized
summary generation are formulated in terms of
efficient and coherent information transmission.

• To evaluate the effectiveness of the proposed
method, we construct a Japanese news article
corpus with annotations of the discourse struc-
ture, users’ profiles, and interests in sentences
and topics.

• Experiments demonstrate that a Digital Annealer,
which is a simulated annealing-based Ising ma-
chine, can solve our QUBO model in a practical
time without violating the constraints.

The rest of this paper is organized as follows.
Section 2 discusses the related work. Section 3
overviews the annotations of the discourse struc-
ture and interest data collection. Section 4 details
the proposed method. Section 5 describes the Digi-
tal Annealer. Section 6 evaluates the performance
of the proposed method. Section 7 provides the
conclusions and prospects.

2 Related work

2.1 Discourse structure corpus

Typical datasets for discourse structure analysis are
RST Discourse Treebank (Carlson et al., 2001),
Discourse Graphbank (Wolf and Gibson, 2005),
and Penn Discourse Treebank (Prasad et al., 2008).
RST Discourse Treebank is a dataset constructed
based on rhetorical structure theory (Mann and
Thompson, 1988). Some studies have annotated
discourse relations to Japanese documents. Kaneko
and Bekki (2014) annotated the temporal and
causal relations for segments obtained by decom-
posing the sentences of the balanced corpus of con-
temporary written Japanese (Maekawa et al., 2014)
based on segmented discourse representation the-
ory (Asher and Lascarides, 2003). Kawahara et al.
(2014) proposed a method to annotate discourse

relations for the first three sentences of web doc-
uments in various domains using crowdsourcing.
They showed that discourse relations can be anno-
tated in many documents over a short amount of
time. Kishimoto et al. (2018) confirmed that mak-
ing improvements such as adding language tests to
the annotation criteria of Kawahara et al. (2014)
can improve the annotation quality.

When applying discourse structure analysis re-
sults to tasks such as document summarization (Hi-
rao et al., 2013; Yoshida et al., 2014; Kikuchi et al.,
2014; Hirao et al., 2015) or dialogue (Feng et al.,
2019), a dependency structure, which directly ex-
presses the parent-child relationship between dis-
course units, is preferable to a phrase structure such
as a rhetorical structure tree. Although methods
have been proposed to convert a rhetorical struc-
ture tree into a discourse dependency tree (Li et al.,
2014; Hirao et al., 2013), the generated trees de-
pends on the conversion algorithm (Hayashi et al.,
2016). Yang and Li (2018) proposed a method to
manually annotate the dependency structure and
discourse relations between elementary discourse
units for abstracts of scientific papers, and then
constructed SciDTB.

In this study, we construct a dataset suitable
to build summarization or dialogue systems that
transmit personalized information while consider-
ing the coherence based on the discourse struc-
ture. Experts annotated the inter-sentence depen-
dencies, discourse relations, and chunks, which
are highly cohesive sets of sentences, for Japanese
news articles. Users’ profiles and interests in the
sentences and topics of news articles were collected
via crowdsourcing.

2.2 Personalized summarization

As people’s interests and preferences diversify, the
demand for personalized summarization technol-
ogy has increased (Sappelli et al., 2018). Sum-
maries are classified as generic or user-focused,
based on whether they are specific to a particular
user (Mani and Bloedorn, 1998). Unlike generic
summaries generated by extracting important in-
formation from the text, user-focused summaries
are generated based not only on important infor-
mation but also on the user’s interests and prefer-
ences. Most user-focused summarization methods
rank sentences using a score calculated consider-
ing user’s characteristics and subsequently generate
a summary by extracting higher-ranked sentences
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(Díaz and Gervás, 2007; Yan et al., 2011; Hu et al.,
2012). However, such conventional user-focused
methods tend to generate incoherent summaries.
Generic summarization methods, which consider
the discourse structure of documents, have been
proposed to maintain coherence (Kikuchi et al.,
2014; Hirao et al., 2015; Xu et al., 2020).

To achieve both personalization and coherence
simultaneously, we propose ILP and QUBO models
to extract sentences based on the degree of user’s
interest and generate a personalized summary for
each user while maintaining coherence based on
the discourse structure.

3 Datasets

We constructed a news article corpus with anno-
tations of the discourse structure, users’ profiles,
and interests in sentences and topics. Experts an-
notated the inter-sentence dependencies, discourse
relations, and chunks for the Japanese news articles.
Users’ profiles and interests in the sentences and
topics of news articles were collected via crowd-
sourcing.

3.1 Discourse structure dataset

Two web news clipping experts annotated the de-
pendencies, discourse relations, and chunks for
1,200 Japanese news articles. Each article con-
tained between 15–25 sentences. The articles were
divided into six genres: sports, technology, econ-
omy, international, society, and local. In each
genre, we manually selected 200 articles to mini-
mize topic overlap. The annotation work was per-
formed in the order of dependencies, discourse
relations, and chunks. The discourse unit was a
sentence, which represents a character string sepa-
rated by an ideographic full stop.

3.1.1 Dependency annotation
The conditions in which sentence j can be specified
as the parent of sentence i are as follows:

• In the original text, sentence j appears before
sentence i.

• The flow of the story is natural when reading
from the root node in order according to the tree
structure and reading sentence i after sentence j.

• The information from the root node to sentence
j is the minimum information necessary to un-
derstand sentence i.

• If it is possible to start reading from sentence i,
the parent of sentence i is the root node.

3.1.2 Discourse relation annotation

A discourse relation classifies the type of semantic
relationship between the child sentence and the par-
ent sentence. We defined the following as discourse
relations: Start, Result, Cause, Background, Cor-
respondence, Contrast, Topic Change, Example,
Conclusion, and Supplement.

An annotation judgment was made while con-
firming whether both the definition of the discourse
relation and the dialogue criterion were met. The di-
alogue criterion is a judgment based on whether the
response is natural according to the discourse rela-
tion. For example, the annotators checked whether
it was appropriate to present a child sentence as
an answer to a question asking the cause, such as
“Why?” after the parent sentence.

3.1.3 Chunk annotation

A chunk is a highly cohesive set of sentences. If
a parent sentence should be presented with a child
sentence, it is regarded as a chunk.

A hard chunk occurs when the child sentence
provides information essential to understand the
content of the parent sentence. Examples include
when the parent sentence contains a comment and
the child sentence contains the speaker’s informa-
tion or when a procedure is explained over multiple
sentences.

A soft chunk occurs when the child sentence is
useful to prevent a biased understanding of the con-
tent of the parent sentence, although it does not
necessarily contain essential information to under-
stand the parent sentence itself. An example is
explaining the situation in two countries related
to a subject, where the parent sentence contains
one explanation and the child sentence contains
another.

3.2 Interest dataset

Participants were recruited via crowdsourcing.
They were asked to answer a profile questionnaire
and an interest questionnaire. We used 1,200 news
articles, which were the same as those used in the
discourse structure dataset. We collected the ques-
tionnaire results of 2,507 participants. Each par-
ticipant received six articles, one from each genre.
The six articles were distributed so that the total
number of sentences was as even as possible across
participants. Each article was reviewed by at least
11 participants.
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3.2.1 Profile questionnaire
The profile questionnaire collected the following
information: gender, age, residential prefecture, oc-
cupation type, industry type, hobbies, frequency of
checking news (daily, 4–6 days a week, 1–3 days a
week, or 0 days a week), typical time of day news
is checked (morning, afternoon, early evening, or
night), methods to access the news (video, audio,
or text), tools used to check the news (TV, newspa-
per, smartphone, etc.), newspapers, websites, and
applications used to check the news (Nihon Keizai
Shimbun, LINE NEWS, SNS, etc.), whether a fee
was paid to check the news, news genre actively
checked (economy, sports, etc.), and the degree of
interest in each news genre (not interested at all,
not interested, not interested if anything, interested
if anything, interested, or very interested).

3.2.2 Interest questionnaire
Participants read the text of the news article and
indicated their degree of interest in the content of
each sentence. Finally, they indicated their degree
of interest in the topic of the article. The degree
of interest was indicated on six levels: 1, not inter-
ested at all; 2, not interested; 3, not interested if
anything; 4, interested if anything; 5, interested; or
6, very interested.

4 Methods

We propose an integer linear programming (ILP)
model and a quadratic unconstraint binary opti-
mization (QUBO) model for the personalized sum-
mary generation in terms of efficient and coherent
information transmission.

4.1 Integer linear programming model

We considered a summarization problem, which
extracts sentences that user u may be interested in
from the selected N documents and then transmits
them by voice within T seconds. The summary
must be of interest to the user, coherent, and not
redundant. Therefore, we formulated the summa-
rization problem as an integer linear programming
problem in which the objective function is defined
by the balance between a high degree of interest
in the sentences and a low degree of similarity be-
tween the sentences with the discourse structure as
constraints. This is expressed as

max.
∑
k∈Du

N

∑
i<j∈Sk

bukib
u
kj (1− rkij) ykij (1)

Table 1: Variable definitions in the interesting sentence
extraction method

xki Whether sentence ski is selected
ykij Whether both ski and skj are selected
buki Degree of user u’s interest in ski
rkij Similarity between ski and skj
tki Utterance time of ski (seconds)
T Maximum summary length (seconds)

L
Maximum bias in the number of extracting
sentences between documents

fk (i) Function that returns the parent ID of ski
Du

N IDs of the selected N documents for user u
Sk Sentence IDs contained in document dk
Ckm Sentence IDs contained in chunk m of dk

s.t.

∀k, i, j : xki ∈ {0, 1}, ykij ∈ {0, 1}∑
k∈Du

N

∑
i∈Sk

tkixki ≤ T (2)

∀k < l :

∣∣∣∣∣∣
∑
i∈Sk

xki −
∑
i∈Sl

xli

∣∣∣∣∣∣ ≤ L (3)

∀k, i : j = fk (i) , xki ≤ xkj (4)

∀k,m, i ∈ Ckm :
∑
j∈Ckm

xkj = |Ckm| × xki (5)

∀k, i, j : ykij − xki ≤ 0 (6)

∀k, i, j : ykij − xkj ≤ 0 (7)

∀k, i, j : xki + xkj − ykij ≤ 1 (8)

Table 1 explains each variable. Here, the i-th
sentence of the k-th document is expressed as ski.
rkij represents the cosine similarity between the
bag-of-words constituting ski and skj .

Equation 2 is a constraint restricting the utter-
ance time of the summary to T seconds or less.
Equation 3 is a constraint restricting the bias of the
number of extracting sentences between documents
to L sentences or less. Equation 4 is a constraint in
which the parent skj of ski in the discourse depen-
dency tree must be extracted when ski is extracted.
Equation 5 is a constraint requiring other sentences
in the chunk to be extracted when extracting ski
in a chunk. Equations 6–8 are constraints that set
ykij = 1 when ski and skj are selected.

The maximum bias in the number of extracting
sentences between documents L is calculated by
the following formulas, which are based on the
maximum summary length T , the number of doc-
uments N , and the average utterance time of the
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sentences t̄.

L =

⌊
n̄√
N

+ 0.5

⌋
(9)

n̄ =
T

t̄×N
(10)

n̄ represents the expected number of sentences to
be extracted from one document. L is the value
obtained by dividing n̄ by the square root of the
number of documents and rounding the result.

4.2 Quadratic unconstrained binary
optimization model

To solve the combinatorial optimization problem
with an Ising machine, the problem must be formu-
lated with the Ising model or the quadratic uncon-
straint binary optimization (QUBO) model (Lucas,
2014; Glover et al., 2019). The energy functions of
the Ising model and the QUBO model are described
by the quadratic form of spin variables {−1,+1}
and binary variables {0, 1}, respectively. Ising ma-
chines search for the lowest energy state of the
Ising model or the QUBO model. Here, we for-
mulated the QUBO model based on the above ILP
model. The energy function (or Hamiltonian)H of
the QUBO model is defined as

H = H0 + λ1H1 + λ2H2 + λ3H3 + λ4H4 (11)

H0 = −
∑
k∈Du

N

∑
i<j∈Sk

bukib
u
kj (1− rkij)xkixkj (12)

H1 =

T − ∑
k∈Du

N

∑
i∈Sk

tkixki

−
blog2(T−1)c∑

n=0

2nyn


2

(13)

H2 =
∑

k<l∈Du
N

L−
∑
i∈Sk

xki −
∑
i∈Sl

xli



−
blog2(L−1)c∑

n=0

2nzn


2

(14)

H3 =
(
xki − xkixkj=fk(i)

)2 (15)

H4 =
∑
k∈Du

N

∑
m∈Ck

∑
i∈Ckm

 ∑
j∈Ckm

xkj

− |Ckm| × xki
)2

(16)

where yn and zn are slack variables introduced
to convert inequality constraints into equality con-
straints, λ1, λ2, λ3, and λ4 are the weight coeffi-
cients for each constraint.

QUBO models are solved by a simulated
annealing-based method (Aramon et al., 2019)
or parallel tempering (known as replica-exchange
Monte Carlo) (Matsubara et al., 2020). In these
methods, multiple solution candidates can be ob-
tained by annealing in parallel with different initial
values. However, these methods do not guarantee
that constraint violations will not occur. Therefore,
the solution candidate with the lowest constraint vi-
olation score and the highest score of the objective
function is adopted. The constraint violation score
Etotal is calculated as

Etotal = Edep + Echunk + Ebias + Etime (17)

Ebias = max
(
L̂− L, 0

)
(18)

Etime = max
(
T̂ − T, 0

)
(19)

where Edep is the number of dependency errors,
Echunk is the number of chunk errors, L̂ is the
maximum bias in the number of extracted sentences
between documents, T̂ is the total utterance time
of the extracted sentences.

5 Digital Annealer

Quantum computing technologies are categorized
into two types: quantum gate computers (Arute
et al., 2019; Gyongyosi, 2020) and Ising machines.
Quantum gate computers are for universal comput-
ing, whereas Ising machines specialize in searching
for solutions of combinatorial optimization prob-
lems. Ising machines can be subdivided into two
categories: quantum annealing machines (Johnson
et al., 2011; Bunyk et al., 2014; Maezawa et al.,
2019) and simulated annealing machines (Yamaoka
et al., 2016; Okuyama et al., 2017; Aramon et al.,
2019; Matsubara et al., 2020). Quantum anneal-
ing machines search solutions using quantum bits,
which are made of quantum devices such as a su-
perconducting circuit. By contrast, simulated an-
nealing machines use a digital circuit. Digital An-
nealer (Aramon et al., 2019; Matsubara et al., 2020)
is a type of simulated annealing machines with a
new digital circuit architecture, which is designed
to solve combinatorial optimization problems effi-
ciently.

This study uses a Digital Annealing Unit (DAU)
of the second generation Digital Annealer. The
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DAU has an annealing mode (Aramon et al., 2019)
or parallel tempering mode (Matsubara et al., 2020)
to solve QUBO models. It can handle up to 4,096
binary variables with 64-bit precision or as many as
8,192 binary variables with 16-bit precision. Here-
inafter, the DAU in the annealing mode is referred
to as DAU-AM, and the DAU in the parallel tem-
pering mode is referred to as DAU-PTM.

6 Experiments

Using the constructed dataset, we evaluated the
performance of the personalized summarization
method for dialogue scenario planning. The ILP
model was solved by the branch-and-cut method1

(Mitchell, 2002; Padberg and Rinaldi, 1991) on
the CPU. Hereinafter, this method is referred to
as CPU-CBC. We used CPU-CBC as a bench-
mark and compared the performance of CPU-CBC,
DAU-AM and DAU-PTM.

6.1 Experimental setup

We used 2,117 participants data which the answer
time of the six articles was between 5 and 30 min-
utes. The performance was evaluated for two cases.
The first transmitted N = 6 articles in T ′ = 450
seconds and the second transmitted the top N = 3
articles with high interest in the topic in T ′ = 270
seconds. Sentences in the news articles was syn-
thesized by AITalk 4.12 to calculate the duration
of speech. The maximum summary length T was
calculated as T = T ′− (N −1)× (qd−qs), where
T ′ denotes the total utterance time of the primary
plan, qs denotes the pause between sentences, and
qd denotes the pause between documents. Here,
qs = 1 second and qd = 3 seconds. The value
obtained by adding qs to the playback time of the
synthesized audio file was set as tki.

The PULP_CBC_CMD solver of the PuLP3,
which is a Python library for linear programming
optimization, was used to solve the ILP model.
Python and PuLP versions were 3.7.6 and 2.4, re-
spectively. The parameter for the number of threads
of PULP_CBC_CMD was set to 30. The execution
time of the solving function was measured on the
Google Compute Engine4 with the following set-
tings: OS, Ubuntu 18.04; CPU, Xeon (2.20 GHz,

1https://projects.coin-or.org/Cbc
2https://www.ai-j.jp/product/

voiceplus/manual/
3https://coin-or.github.io/pulp/
4https://cloud.google.com/compute/?hl=

en

Figure 1: Number of problems for a given number of
sentences when N = 3

Figure 2: Number of problems for a given number of
sentences when N = 6

32 cores); Memory, 64 GB.
Figure 1 shows the number of problems for a

given number of sentences when N = 3. These are
the top three articles with the highest degree of in-
terest in the topic among the six articles distributed
to each participant. Figure 2 shows the number of
problems for a given number of sentences when
N = 6. Since the six articles were distributed so
that the total number of sentences was as even as
possible across participants, the variation in the
number of sentences was small.

The DAU must set the number of bits parameter
from 1,024, 2,048, 4,096, or 8,192, depending on
the problem size. In the experimental setting of
N = 3, T ′ = 270, the 2,090 QUBO problems were
less than 2,048 bits and the 27 QUBO problems
were less than 4,096. On the other hand, in the
experimental setting of N = 6, T ′ = 450, the
2,017 QUBO problems were less than 4,096 bits
and the 100 QUBO problems were less than 8,192.
In the latter experiment, these 100 participants data
were excluded because the calculation precision of
the DAU decreased when the problem size exceeds
4,096 bits.

The number of replicas in DAU-PTM and the
number of runs of annealing in DAU-AM were
128. Since the performance of the DAU mainly
depended on λ and the number of searches in one
annealing (#iteration), these parameters were ad-
justed to prevent constraint violations.

https://projects.coin-or.org/Cbc
https://www.ai-j.jp/product/voiceplus/manual/
https://www.ai-j.jp/product/voiceplus/manual/
https://coin-or.github.io/pulp/
https://cloud.google.com/compute/?hl=en
https://cloud.google.com/compute/?hl=en
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Table 2: Information transmission efficiency of the summaries (N = 3, T ′ = 270)

Parameters of the Digital Annealer Efficiency of information transmission Processing
λ1 λ2 λ3 λ4 #iteration Coverage Exclusion rate EoIT1 EoIT2 time (sec)

CPU-CBC (30 threads) - - - - - 0.687 0.726 0.672 0.696 18.9
DAU-AM 102 106 1010 10 103 0.638 0.612 0.584 0.593 0.0570

DAU-PTM 102 105 109 10
103 0.656 0.637 0.608 0.618 0.245
104 0.669 0.661 0.627 0.639 1.76

Table 3: Information transmission efficiency of the summaries (N = 6, T ′ = 450)

Parameters of the Digital Annealer Efficiency of information transmission Processing
λ1 λ2 λ3 λ4 #iteration Coverage Exclusion rate EoIT1 EoIT2 time (sec)

CPU-CBC (30 threads) - - - - - 0.638 0.667 0.639 0.651 102
DAU-AM 102 106 1010 10 103 0.538 0.585 0.552 0.568 0.199

DAU-PTM 102 105 109 10
103 0.553 0.577 0.556 0.565 0.749
104 0.570 0.591 0.572 0.580 6.44

6.2 Evaluation metrics

We used EoITβ (efficiency of information transmis-
sion) (Takatsu et al., 2021) as the evaluation metric.
When C is the coverage of sentences annotated as
“very interested,” “interested,” or “interested if any-
thing,” and E is the exclusion rate of the sentences
annotated as “not interested at all,” “not interested,”
or “not interested if anything,” EoITβ is defined
based on the weighted F-measure (Chinchor, 1992)
as

EoITβ =

(
1 + β2

)
× C × E

β2 × C + E
(20)

When β = 2, the exclusion rate is twice as impor-
tant as the coverage. Compared to textual media,
which allows readers to read at their own pace,
dialogue-based media does not allow users to skip
unnecessary information or skim necessary infor-
mation while listening. Consequently, we assumed
that the exclusion rate is more important than the
coverage in information transmission by spoken
dialogue and set β = 2.

6.3 Experimental results

Tables 2 and 3 show the results of N = 3, T ′ =
270 and N = 6, T ′ = 450, respectively. The val-
ues of the evaluation metrics and processing times
represent the average. DAU-AM had a shorter pro-
cessing time than DAU-PTM for the same num-
ber of iterations. However, in terms of the EoIT,
DAU-PTM was higher than DAU-AM. The EoIT
of DAU-PTM improved as the number of iterations
increased, but the processing time also increased.
On the other hand, increasing the number of itera-
tions did not improve the EoIT of DAU-AM.

Figures 3 and 4 show the distributions of pro-
cessing time for each number of sentences in the
experimental settings of N = 3, T ′ = 270 and
N = 6, T ′ = 450, respectively. The number of
iterations for DAU-AM and DAU-PTM was 1,000.
The processing time of CPU-CBC became longer
as the number of sentences increased. Even if the
number of sentences was the same, the processing
time varied widely. On the other hand, the pro-
cessing time of DAU-AM and DAU-PTM changed
according to the size of the QUBO problems and
the number of iterations, regardless of the number
of sentences. AtN = 6, the size of all QUBO prob-
lems was less than 4,096, and the processing time
of DAU was almost constant regardless of the num-
ber of sentences. At N = 3, the size of the QUBO
problems was less than 2,048 when the number
of sentences was 59 or less, and less than 4,096
when the number of sentences was 63 or more. On
the other hand, when the number of sentences was
between 60 and 62, problems with less than 2,048
and problems with less than 4,096 were mixed due
to the number of chunks.

Although the DAU is inferior to CPU-CBC in
the EoIT, its processing time is considerably shorter
than CPU-CBC. In addition, the processing time
of the DAU can be estimated in advance based on
the size of the QUBO problems and the number of
iterations.

6.4 Discussion

The DAU does not guarantee that constraint vi-
olations will not occur. Although the DAU did
not induce constraint violations in the parameter
settings shown in the Tables 2 and 3, constraint
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Figure 3: Processing time for each number of sentences (N = 3, T ′ = 270)

Figure 4: Processing time for each number of sentences (N = 6, T ′ = 450)

violations occurred when the number of iterations
was too small or the value of λ was inappropriate.

In the case that delivers six articles consisting
of 15 to 25 sentences, one DAU can generate per-
sonalized summaries on the scale of 100,000 users
within 6 hours since about 0.2 seconds per per-
son was necessary to generate a summary. In
other words, an application with 100,000 users can
prepare personalized summaries of the previous
night’s news by the next morning.

The second generation Digital Annealer can only
handle problems up to 8,192 bits. However, a third
generation Digital Annealer, which can solve prob-
lems on the scale of 100,000 bits, is currently under
development (Nakayama et al., 2021). Spoken dia-
logue systems capable of extracting and presenting
personalized information for each user from a huge
amount of data in real time will be developed in
the near future.

7 Conclusion

This paper proposed a quadratic unconstraint bi-
nary optimization (QUBO) model for the real-time
personalized summary generation in terms of effi-

cient and coherent information transmission. The
model extracts sentences that maximize the sum
of the degree of user’s interest in the sentences of
documents with the discourse structure of each doc-
ument and total utterance time as constraints. To
evaluate the effectiveness of the proposed method,
we constructed a Japanese news article corpus with
annotations of the discourse structure, users’ pro-
files, and interests in sentences and topics. Experi-
ments demonstrated that our QUBO model could
be solved by a Digital Annealer, which is a simu-
lated annealing-based Ising machine, in a practical
time without violating the constraints using the
dataset. In the future, we will verify the effect
of personalized scenarios on the spoken dialogue
system.
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Appendix

Figure 5: Annotation example of the discourse structure. [∗] indicates the sentence position in the original text.
Dependency annotation, discourse relation annotation, and chunk annotation criteria are described in 3.1.1, 3.1.2,
and 3.1.3, respectively.

Definition of the discourse relations
Start means that the parent of the sentence is the root node. Result means that the child sentence is the result of the parent
sentence. Cause means that the child sentence is the cause of the parent sentence and includes event origin, the basis of the
author’s claim, and the reason. Background means that the parent sentence states facts or events, and the child sentence provides
the background or premise. Correspondence means that the child sentence answers the question in the parent sentence. It also
includes countermeasures or examinations of problems or issues. Contrast means that the parent sentence and the child sentence
have a contrasting relationship. Topic Change means that the topic of the parent sentence changes in the child sentence, which
includes a subtopic level change. Example means that the child sentence provides an instance to support the statement in the
parent sentence. Conclusion means that the child sentence is a summary or conclusion of the story up to the parent sentence.
Supplement means that the child sentence provides details or supplementary information about what is stated in the parent
sentence. In a broad sense, although the above discourse relations are also included in supplement, herein, Supplement covers the
inter-sentence relations that are not included in the aforementioned discourse relations.

Quality of the discourse annotations
A one-month training period was established, and discussions were held until the annotation criteria of the two annotators
matched. To validate the inter-rater reliability, the two annotators annotated the same 34 articles after the training period. The
Cohen’s kappa of dependencies, discourse relations, and chunks were 0.960, 0.943, and 0.895, respectively. To calculate kappa
of the discourse relations, the comparison was limited to the inter-sentence dependencies in which the parent sentence matched.
To calculate kappa of the chunks, we set the label of the sentence selected as the hard chunk, soft chunk, and other to “1, 2, and
0,” respectively. Then we compared the labels between sentences. Given the high inter-rater reliability, we concluded that the
two annotators could cover different assignments separately.
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Table 4: Example answers of the interest questionnaire. Interest level in the topic is assigned to the title [0].
(1, not interested at all; 2, not interested; 3, not interested if anything; 4, interested if anything; 5, interested;
6, very interested)

Table 5: Examples of user profiles
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Statistics of the dataset

Figure 6: Tree depth distribution, which is the maxi-
mum number of sentences from the root node to the
leaf nodes for each article. Average tree depth per arti-
cle is 6.5 sentences.

Figure 7: Tree width distribution, which is the number
of leaf nodes for each article. Average tree width per
article is 7.5 sentences.

Figure 8: Frequencies of discourse relations in the
dataset: Start = 1,221; Result = 400; Cause = 691;
Background = 1,343; Correspondence = 851; Contrast
= 638; Topic Change = 220; Example = 709; Conclu-
sion = 920; and Supplement = 14,609.

Figure 9: Frequencies of chunks in the dataset. There
are 231 hard chunks and 699 soft chunks. Average
number of sentences per chunk is 2.15.

Figure 10: Percentage of each interest level calculated
from the questionnaire results, which includes 15,042
articles and 268,509 sentences.

Figure 11: Average interest level of the sentences for
each depth of the discourse dependency tree.


