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Abstract

The success of large-scale contextual language
models has attracted great interest in probing
what is encoded in their representations. In
this work, we consider a new question: to what
extent contextual representations of concrete
nouns are aligned with corresponding visual
representations? We design a probing model
that evaluates how effective are text-only rep-
resentations in distinguishing between match-
ing and non-matching visual representations.
Our findings show that language representa-
tions alone provide a strong signal for retriev-
ing image patches from the correct object cat-
egories. Moreover, they are effective in re-
trieving specific instances of image patches;
textual context plays an important role in this
process. Visually grounded language models
slightly outperform text-only language models
in instance retrieval, but greatly under-perform
humans. We hope our analyses inspire future
research in understanding and improving the
visual capabilities of language models.

1 Introduction

Contextual language models trained on text-only
corpora are prevalent in recent natural language
processing (NLP) literature (Devlin et al., 2019;
Liu et al., 2019b; Lan et al., 2019; Raffel et al.,
2019). Understanding what their representations
encode has been the goal of a number of recent
studies (Belinkov and Glass, 2019; Rogers et al.,
2020). Yet, much is left to be understood about
whether—or to what extent—these models can en-
code visual information.

We study this problem in the context of lan-
guage grounding (Searle et al., 1984; Harnad, 1990;
McClelland et al., 2019; Bisk et al., 2020; Ben-
der and Koller, 2020), empirically investigating
whether text-only representations can naturally be
connected to the visual domain, without explicit
visual supervision in pre-training.
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Figure 1: We introduce a probing mechanism that
learns a mapping from contextual language represen-
tations to visual features. For a number of contextual
language models, we evaluate how useful their repre-
sentations are for retrieving matching image patches.

We argue that context plays a significant role in
this investigation. In language, the ability to form
context-dependent representations has shown to be
crucial in designing pre-trained language models
(Peters et al., 2018; Devlin et al., 2019). This is
even more important for studying grounding since
many visual properties depend strongly on con-
text (Sadeghi and Farhadi, 2011). For instance,
a “flying bat” shares very few visual similarities
with a “baseball bat”; likewise, a “dog sleeping”
looks different from a “dog running”. While align-
ments between language representations and visual
attributes have attracted past interest (Leong and
Mihalcea, 2011; Lazaridou et al., 2014, 2015; Lucy
and Gauthier, 2017; Collell Talleda et al., 2017),
the role of context has been previously overlooked,
leaving many open questions about what visual
information contextual language representations
encode.

In this work, we introduce a method for empiri-
cally probing contextual language representations
and their relation to the visual domain. In general,
probing examines properties for which the models
are not designed to predict, but can be encoded in
their representations (Shi et al., 2016; Rogers et al.,

5367

Proceedings of the 2021 Conference of the North American Chapter of the
Association for Computational Linguistics: Human Language Technologies, pages 5367-5377
June 6-11, 2021. ©2021 Association for Computational Linguistics



There is a man in the park flying a kite.

A person flying a colorful kite on a beach.

A cat.

A black cat.

A cat sleeping.

Figure 2: Examples of retrieved image patches from text-only representations using our probe. All shown images
are retrieved from MS-COCO (Lin et al., 2014), using representations from BERT base. Importantly, these object
categories (e.g. kite) are previously unseen by our probe. On the bottom rows, we show examples of the influence
of context in retrieval: while all retrieved image patches belong to the correct object category, cat, more descriptive

contexts allow more accurate retrieval at the instance level.

2020). Here, our probe is a lightweight model
trained to map language representations of con-
crete objects to corresponding visual representa-
tions. The probe (illustrated in Figure 1) measures
whether language representations can be used to
give higher scores to matching visual representa-
tions compared to mismatched ones.

Textual and visual representations are collected
from image captioning data, where we find pairs
of concrete words (e.g. cat or kite) and their cor-
responding image patches. The probe is trained
using a contrastive loss (Oord et al., 2018) that
gauges the mutual information between the lan-
guage and visual representations. Given text-only
representations of an unseen object category, the
trained probe is evaluated by retrieving correspond-
ing image patches for categories it has never seen
during training. Qualitative examples can be found
in Figure 2.

We examine representations from a number
of contextual language models including BERT,
RoBERTa, ALBERT and T5 (Devlin et al., 2019;
Liu et al., 2019b; Lan et al., 2019; Raffel et al.,
2019). For all of them, we find that interesting map-
pings can be learned from language to visual repre-
sentations, as illustrated in Figure 2. In particular,
using its top-5 predictions, BERT representations
retrieve the correctly paired visual instance 36%
of the time, strongly outperforming non-contextual
language models (e.g., GloVe (Pennington et al.,

2014)). Moreover, for all examined models, im-
age patches of the correct object category are re-
trieved with a recall of 84-90%. Our experiments
are backed by a control task where visual repre-
sentations are intentionally mismatched with their
textual counterparts. Retrieval performance drops
substantially in these settings, attesting the selec-
tivity of our probe.

Moreover, we measure the impact of context
on retrieval at the instance level. Contextual mod-
els substantially outperform non-contextual embed-
dings, but this difference disappears as context is
gradually hidden from contextual models. When
the context includes adjectives directly associated
with the noun being inspected, we find significantly
better instance retrieval performance.

Finally, we investigate a number of grounded lan-
guage models—such as LXMERT and VILBERT
(Tan and Bansal, 2019; Lu et al., 2019, 2020)—
that see visual data in training, finding them to
slightly outperform text-only models. Contrasting
the learned mappings with human judgment, the
examined visually grounded language models sig-
nificantly underperform human subjects, exposing
much room for future improvement.

2 Related Work

What is encoded in language representations?
Understanding what information NLP models en-
code has attracted great interest in recent years
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(Rogers et al., 2020). From factual (Petroni et al.,
2019; Jawahar et al., 2019; Roberts et al., 2020) to
linguistic (Conneau et al., 2018; Liu et al., 2019a;
Talmor et al., 2019) and commonsense (Forbes
et al., 2019) knowledge, a wide set of properties
have been previously analysed. We refer to Be-
linkov and Glass (2019) and Rogers et al. (2020)
for a more comprehensive literature review. A com-
mon approach, often used for inspecting contextual
models, is probing (Shi et al., 2016; Adi et al., 2016;
Conneau et al., 2018; Hewitt and Liang, 2019). In
short, it consists of using supervised models to pre-
dict properties not directly inferred by the models.
Probing is typically used in settings were discrete,
linguistic annotations such as parts of speech are
available. Our approach differs from previous work
in both scope and methodology, using a probe to
measure similarities with continuous, visual repre-
sentations. Closer to our goal of better understand-
ing grounding is the work of Cao et al. (2020), that
design probes for examining multi-modal models.
In contrast, our work examines text-only models
and does not rely on their ability to process images.

Language grounding. A widely investigated re-
search direction aims to connect natural language
to the physical world (Bisk et al., 2020; McClel-
land et al., 2019; Tan and Bansal, 2019; Lu et al.,
2019, 2020; Chen et al., 2020; Li et al., 2020; Tan
and Bansal, 2020). This is typically done through
training and evaluating models in tasks and datasets
where both images and text are used, such as visual
question answering (Antol et al., 2015; Hudson
and Manning, 2019). A number of previous work
have investigated mappings between language and
visual representations or mappings from both to a
shared space. Leong and Mihalcea (2011) investi-
gate semantic similarities between words and im-
ages through a joint latent space, finding a positive
correlation with human rated similarities. Similarly,
Silberer and Lapata (2014) builds multi-modal rep-
resentations by using stacked autoencoders. Socher
et al. (2013) and Lazaridou et al. (2014) show that
a shared latent space allows for zero-shot learning,
demonstrating some generalization to previously
unseen objects. Lazaridou et al. (2015) construct
grounded word representations by exposing them
to aligned visual features at training time. Lucy
and Gauthier (2017) investigate how well word rep-
resentations can predict perceptual and conceptual
features, showing that a number of such features
are not adequately predicted. Collell Talleda et al.

(2017) uses word embeddings to create a mapping
from language to visual features, using its outputs
to build multimodal representations. While our
conclusions are generally aligned, our work dif-
fers from these in two important ways. Firstly,
previous work studies context-independent word
representations, while our method allows analysing
language representations that depend on the context
they are used in. We use this to examine a number
of trained contextual language models. Secondly,
while most previous work uses these mappings for
building better grounded representations—often
training the language models in the process—our
work focuses on using them as a tool for inspecting
already trained models, without modifying them.

Zero-shot detection. Recent work attempts to
build object detectors that generalize to unseen ob-
ject categories, by conditioning the predictions on
word embeddings of the class (Rahman et al., 2018;
Demirel et al., 2018), visual attributes (Demirel
et al., 2018; Zhu et al., 2019; Mao et al., 2020) or
text descriptions (Li et al., 2019). In our work, we
use language representations of words in context
(captions) as inputs. More fundamentally, although
our experiments on unseen object categories can be
used for zero-shot detection, we differ from previ-
ous work in motivation, which translates to further
experimental differences. Given our goal to anal-
yse already trained models (as opposed to learning
a generalizable object detector), we train nothing
apart from a lightweight probe in our analyses.

3 Probing contextual representations

Our main goal is to characterize the relation be-
tween contextual language representations and the
visual domain. We first describe how language and
visual representations of concrete concepts can be
collected from image captioning datasets (§3.1).
Next, we design a probe that examines the relation
between these representations, learning a mapping
from language to visual representations (§3.2). An
overview is illustrated in Figure 3.

3.1 Collecting data

At the center of our analysis are contextual repre-
sentations of visually observable nouns, which we
refer to as object categories. Here, we describe how
pairs of matching language and visual representa-
tions (¢, v) are collected from image captioning
datasets.

5369



a --- orange frisbhee

— > A

e o°— ||| |
s o
o o
w9 v
vy Yoy
v @U@ ~@
[T — -00 -
> B@® - 0@ LinfoNCE
VB . """""""" > . .

VNEG_ (4, i 1} (01, vp)

Figure 3: An overview of the proposed probing procedure. Frozen language and vision models (A and ©) extract
representations from matching pairs of words in text and objects in images. A probe Wy is trained to map repre-
sentations from text (green) to visual (blue) domains while maximally preserving mutual information. For a given
language representation ¢;, the loss (Equation 1) drives the probe’s outputs 9;=(¥;) to be maximally useful for
finding the aligned visual representation v; given all other visual representations in the batch (VNES = v, i # j).
For such, only the pair-wise dot products (9;, v;) are required (red).

Language representations (¢) are extracted
from image captions. To accommodate recent
language models and tokenizers, we allow such
representations to be contextual and have variable
length,! where each element in ¢ has a fixed dimen-
sion dy,. The length of the representations ¢ for
each object category is determined by the tokenizer.
We treat a model that extracts representations from
text as a function A that maps a string o (here, ob-
ject categories) in a larger textual context ¢ (here,
captions) to the representation £ = A(o | ¢). This
formalism also encompasses non-contextual em-
beddings, with A(o | ¢) = A(o).

Visual representations (v) are extracted from
objects in images using a trained object detection
model ©. For simplicity, we use v = O(o | )
to refer to the extracted features corresponding to
the detected object from image 7 that is both 1)
classified as a member of object category o and
2) assigned the highest confidence by the model
among those. Visual representations O (o | ) have
fixed dimensions dy .

Paired data (/,v) with aligned representations
is collected from an image captioning dataset with
paired captions c and images ¢. For each image i,
and each object o detected by the object detector
O, if o appears in some associated caption ¢, we
include the pair (¢ = Ao | ¢),v = ©(0 | 7)). To
avoid having multiple pairs (¢, v) associated with

!Conforming with sub-word tokenizers or multi-word ex-
pressions such as fire extinguisher.

the same visual instance, we ensure that at most
one pair (¢,v) per object category in each image
is included. In this work, we use the 1600 object
categories from Faster R-CNN (Ren et al., 2015)
trained on Visual Genome (Krishna et al., 2017).

3.2 Probing representations

At a high level, language representations are in-
spected via a shallow neural probing model (Figure
3). In training, the probe learns a mapping from lan-
guage to visual representations (§3.2.1). We then
evaluate the quality of these mappings by measur-
ing how well they can be used to retrieve matching
image patches (§3.2.2).

3.2.1 Training the probe

The probe is optimized to maximally preserve the
mutual information between the distributions of
language and visual representations. This is done
via InfoNCE (Oord et al., 2018) (Equation 1), a
loss function commonly used for retrieval and
contrastive learning (Le-Khac et al., 2020). We
note the mutual information is a bottleneck on
how well two random variables can be mapped
to one another, given its relation to conditional en-
tropy. In training, the probe ¥y with parameters 6
takes inputs ¢ and estimates visual representations
0 = Wy(¢) with the same dimensionality dy as
the corresponding visual representations v. For
each pair (¢,v), this loss relies on a set of dis-
tractors V)'EC, containing visual representations
which are not aligned with the language represen-

tations /. The representations in V?EG are used
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for contrastive learning and are drawn from the
same visual model, using different objects or im-
ages. Minimizing this loss drives the dot product
(Pg(f),u) to be maximal for u = v and small
for all u € VNES. In other words, training pushes
the estimates v = Wy(¢) to be maximally useful
in discerning between positive and negative visual
pairings.

e(q’@(é) 7U€>
»CInfoNCE = -, IOg Z (Yo (0) v)

v’ e{v} Y VIES

)

In practice, the expectation in Equation 1 is
estimated over a batch of size B with samples
of aligned language and visual representations
((41,v1),...,(¢p,vp)). For efficiency, we use
other visual representations in the batch as distrac-
tors for a given representation (WNEG = {v;, j #
i}). Thus, only the dot products (0; = Wy (¢;), vj)
are needed to calculate the loss, as illustrated in
Figure 3. Importantly, we note that the models
used to extract representations are not trained or
changed in any way during the probing procedure.

3.2.2 Evaluation procedure

For evaluation, we compute recall in retrieving im-
age patches given objects in text, using new pairs
of language and visual representations from unseen
images and captions. Consider the set of all col-
lected visual representations for evaluation, V. For
each language representation ¢, we use the trained
probe to generate our estimate 0 = Wy(¢), and find
the instances v’ € )V that maximize the dot product
(0, v"). Given an integer k, we consider recall at k
at both instance and category levels. Formally:

Instance Recall (IR@Kk) measures how fre-
quently the correct visual instance is retrieved.
More precisely, it is the fraction of pairs (¢,v)
where the instance v is in the top-k visual represen-
tations retrieved from 0 = Wy(¥).

Category Recall (CR@K) measures how fre-
quently instances of the correct object category are
retrieved. More precisely, it is the fraction of pairs
(¢,v = O(o | 7)) where any of the top-k retrieved
visual representations v’ = ©(o’ | i) belongs to
the same object category as v (i.e. o' = o).

Higher IR and CR scores indicate better perfor-
mance and, by definition, CR @k cannot be smaller
than IR@k. These metrics form the basis of our

evaluation, and we take multiple steps to promote
experimental integrity. Learned mappings are eval-
uated in two scenarios, where pairs (¢, v) are col-
lected using object categories either seen or unseen
by the probe during training. The later is the fo-
cus of the majority of our experiments. For both
scenarios, images and captions have no intersec-
tion with those used in training. Further, we create
multiple seen/unseen splits from our data, training
and testing on each split. We then report average
and standard deviation of the recall scores across 5
splits.

4 Experimental settings

4.1 Language models

The majority of examined models are contextual
representation models based on the transformer
architecture (Vaswani et al., 2017) trained on text-
only data. We examine the base (d;, = 768) and
large (d;, = 1024) versions of BERT uncased,
RoBERTa, ALBERT and T5 (Devlin et al., 2019;
Liu et al., 2019b; Lan et al., 2019; Raffel et al.,
2019). For T5, we also examine the small version,
with dy, = 512. For all these models, we use pre-
trained weights from the HuggingFace Transform-
ers library (Wolf et al., 2020)?, and use representa-
tions from the last layer. Additionally, we inspect
non-contextual representations using GloVe embed-
dings (Pennington et al., 2014), using embeddings
trained on 840 billion tokens of web data, with
dr, = 300 and a vocabulary size of 2.2 million.’

4.2 Vision models

As is common practice in natural language ground-
ing literature (Anderson et al., 2018; Tan and
Bansal, 2019; Su et al., 2020; Lu et al., 2020),
we use a Faster R-CNN model (Ren et al., 2015)
trained on Visual Genome (Krishna et al., 2017) to
extract visual features with dyy = 2048. We use
the trained network provided by Anderson et al.
(2018)*, and do not fine-tune during probe training.

4.3 Data

We collect representations from two image cap-
tioning datasets, Flickr30k (Young et al., 2014),
with over 150 thousand captions and 30 thousand
images, and MS-COCO (Lin et al., 2014), with
600 thousand captions and 120 thousand images

Zhttps://github.com/huggingface/transformers
3https://nlp.stanford.edu/projects/glove/
*https://github.com/peteanderson80/bottom-up-attention
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in English. The larger MS-COCO is the focus of
the majority of our experiments. We build disjoint
training, validation and test sets from the aggre-
gated training and validation image captions. To
examine generalization to new objects, we test on
representations from both seen or unseen object cat-
egories, built from images and captions not present
in the training data. From the 1600 object cate-
gories of our object detector, we use 1400 chosen
at random for training and seen evaluation. The
remaining 200 are reserved for unseen evaluation.
Furthermore, we train and test our probe 5 times,
each with a different 1400/200 split of the object
categories. For each object category split, we build
validation and test sets with sizes proportional to
the number of object categories present: seen test
sets contain 7000 representation pairs and unseen
test sets contain 1000 pairs. The validation sets
used for development consists of seen object cate-
gories, with the same size as the seen test sets. All
remaining data is used for training.

4.4 Control task

Contrasting the probe performance with a control
task is central to probing (Hewitt and Liang, 2019).
We follow this practice by learning in a control
task where representations are mapped to permuted
visual representations. More precisely, we replace
each visual representation v = O(o | i) with an-
other v/ = ©(0’ | ') chosen at random from an
object category o' = f(0) that depends on the orig-
inal object category o. Here, f dictates a random
permutation of the object categories. For instance,
visual representations of the original category cat
are replaced with representations from a second
category dog; representations from the category dog
are replaced by those from tree, and so on.

4.5 Implementation and hyper-parameters

Our probe consists of a shallow neural model. To
process the naturally sequential language repre-
sentations ¢, we use a single-layered model with
LSTM cells (Hochreiter and Schmidhuber, 1997)
with 256 hidden units and only unidirectional con-
nections. The outputs are then projected by a linear
layer to the visual space. The probe is trained us-
ing Adam optimizer (Kingma and Ba, 2015) with a
learning rate of 0.0005, weight decay of 0.0005 and
default remaining coefficients (51=0.9 £2=0.999
and e=10"%). We train with a batch size of 3072,
for a total of 5 epochs on one GPU.

# Experiment IR@1 IR@5 CR@1
0 Random 0.1£01 05+£02 60+£20
1 Control 00£00 04+£02 30x£14
2 GloVe 510+£05 185+14 87.3£35
3 BERT base 120+ 1.0 36.0+0.9 88.1 +2.4
4 BERT large 11.6 £ 0.7 349+26 893+24
5 RoBERTabase 11.6+0.3 344+22 904 +0.6
6 RoBERTalarge 109+ 1.1 32.8+£25 88.7+32
7 ALBERT base 8.7+0.2 28.8+1.6 844+£2.1
8 ALBERTlarge 94 +1.0 288423 842+42
9 TS5 small 10.1 £0.7 329+£15 87.2+4.1
10 TS base 10.8 £0.8 333+£23 853+£28
11 TS5 large 11.8£05 347+21 872+24

Table 1: Average instance recall (IR@k) and category
recall (CR@k) for test sets with unseen object cate-
gories. For each model, we train and evaluate 5 times,
using different sets of object categories seen in training.
Unlike the control task with permuted representations,
mappings learned from sensible representations gener-
alize well to unseen object categories.

5 Results and discussion

At a high level, our experiments show that i)
language representations are strong signals for
choosing between different visual features both
at the instance and category levels; ii) context is
largely helpful for instance retrieval; iii) InfoNCE
works better than other studied losses, and some
consistency is found across datasets; iv) visually
grounded models outperform text-only models; v)
all models lag greatly behind human performance.
We provide further details in §5.1-5.3.

5.1 Retrieval results

Table 1 summarizes instance and category retrieval
performance for different language models and con-
trol experiments, using test data with unseen object
categories. Our results indicate that language rep-
resentations alone are strong signals for predicting
visual features: for all examined language models,
recall scores are significantly better than random
and control. Qualitative results can be found in
Figure 2. We note that category recall scores are
significantly higher than instance recall. This is rea-
sonable since there are many more positive align-
ments at the category level. Compared to other
inspected models, BERT base shows the best re-
sults for instance retrieval, and will be the focus of
further analyses.

Contrasting the performance of non-contextual
representations from GloVe with that of contex-
tual models shows that context considerably affects
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Table 2: Average instance recall (IR@k) and category
recall (CR@X) for test sets with seen object categories.

Loss function IR@1 IR@5 CR@1

MSE 30+03 12.1£13 575+£87
Neg. cosine sim. 69+0.7 234+13 751£63
Triplet loss 84+£0.6 288+09 81.7+3.6
InfoNCE 120+ 1.0 36.0+09 88.1+24

Table 3: Comparison in retrieval performance on un-
seen object categories for different training losses, us-
ing representations from BERT base. InfoNCE yields
better results than other loss functions.

instance recall. For instance, GloVe and BERT
base yield 5.1% to 12.0% IR @1, respectively. This
gap is sensible, since a non-contextual representa-
tion should not be able to discern between distinct
image patches depicting the same object category.
While still lagging behind a number of contextual
representations, we observe strong category recall
for GloVe, which we hypothesize is due to the ease
in predicting the correct output category since input
representations are fixed, independently of context.
We further explore the role of context in §5.3.

Moreover, Table 2 shows performance on test
sets with seen object categories. Comparing with
Table 1, BERT representations show good general-
ization to unseen object categories. This general-
ization is consistent with previous observations on
zero-shot experiments, using non-contextual word
embeddings (Lazaridou et al., 2014).

Finally, our results attest to the selectivity of the
probe: for the control task with permuted represen-
tations (Tables 1 and 2, Row 1), substantially lower
performance is found. This gap is particularly high
for unseen object categories, where only sensibly
paired representations perform better than chance.

5.2 Ablations

Loss ablations. In addition to InfoNCE, we ab-
late on 3 other loss functions: mean squared error
(MSE), negative cosine similarity, and triplet loss>.
The results for unseen object categories are summa-
rized in Table 3: while all losses yield better than
random results, InfoNCE performs the best. This

 Lirip = Ep [max(égﬂ,z — 04,0, +, 0)], where the margin
aissetto 1.0,v" € VN9 and 6, = cos(Vg (L), ve).

# Experiment IR@1 IR@5 CR@1 Dataset # Images / # Captions IR@1 CR@1
0 Random 0.1+£01 01+£01 12+0.1 MS-COCO 120k / 600k 120+ 1.0 88.1 +£2.4
1 Control 1.6+£01 78+06 413456 Flickr30k 30k / 150k 9.8+09 856+34
2 BERTbase 149 +0.3 4344+08 904 4+04

Table 4: Comparison for different datasets in retrieval
performance of unseen object categories with represen-
tations from BERT base. Despite large differences in
size, results indicate consistency across datasets.

validates the theoretical intuition that InfoNCE
would be advantageous, as it allows for directly
optimizing the probe to maximally preserve the
mutual information between the representations, a
bottleneck on the remaining entropy after the map-

ping.

Data ablations. In addition to MS-COCO,
which is the used for the majority of our experi-
ments, we show results with data collected from
the smaller Flickr30k. We report the test retrieval
performance for unseen object categories using rep-
resentations from BERT base in Table 4. These
results indicate consistency across the datasets, de-
spite their considerable difference in size.

5.3 Analyses

Influence of context. We study whether the gap
in instance retrieval performance from GloVe and
BERT comes from the use of context or intrinsic
differences of these models. This is explored by
measuring how instance recall varies as we prob-
abilistically mask out context tokens in the cap-
tions at different rates. As shown in Figure 4, per-
formance drops substantially as more tokens are
masked; in the limit where only the object tokens
remain (i.e. the fraction of context masked is 1.0),
BERT’s representations perform marginally worse
than the non-contextual GloVe embeddings.

Figure 5 compares instance-level retrieval accu-
racy for representations when objects have none or
at least one adjective associated with them, as pro-
cessed by the dependency parser from AllenNLP
library (Gardner et al., 2018). These adjectives
commonly include colors (e.g. white, black) and
sizes (e.g. big, small), indicating contextual infor-
mation. The results show clear gains in instance
recall when objects are accompanied by adjectives,
confirming that context enables more accurate re-
trieval. We refer back to Figure 2 for qualitative
results on the influence of context.

Grounded language models. We further inspect
representations from several grounded language
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Figure 4: Instance recall as context tokens are progres-
sively masked out. Retrieval performance for BERT
quickly degrades as higher proportions of the context
are masked.

IR@1 (%)

0 5 10 15 20

Seen

M no adjectives

Unseen M 1+ adjectives

Figure 5: More descriptive contexts enable more accu-
rate retrieval. In the plot, we show instance recall at 1
when object categories are or are not accompanied by
adjectives, using representations from BERT base.

models, namely LXMERT, VL-BERT (base and
large) and VILBERT-MT (Tan and Bansal, 2019;
Su et al., 2020; Lu et al., 2019, 2020)). While
these models typically process visual and textual
inputs jointly, we adapt them to include only the
language branches, restricting attention to the text
inputs. For all these models, we use the code and
weights made public by the authors.® The results,
summarized in Table 5, show that grounded models
slightly outperform the ungrounded BERT base. At
the category level, we see small relative differences
in performance between grounded and ungrounded
models. At the instance level, the relative improve-
ment is higher, especially for VILBERT-MT, while
still much lower than human performance as shown
in the next experiment.

Human performance. Finally, we contrast the
examined models with human performance in re-
trieving visual patches given words in sentences.
Such a comparison helps disentangling the quality
of the learned mappings with possible incidental
matches, i.e., language representations with more

Sgithub.com/airsplay/Ixmert;  github.com/jackroos/VL-
BERT; github.com/facebookresearch/vilbert-multi-task

Model IR@1 IR@5 CR@1

BERT base 120+ 1.0 36.0+09 88.1+24
LXMERT 13.7£1.0 392+25 903+£12
VL-BERT base 125+ 1.0 376+ 1.1 88.7+14
VL-BERT large  12.6 £ 1.1 375+24 887+£23
VILBERT-MT 154+£12 4244+27 908+19

Table 5: Retrieval performance for unseen object cate-
gories, using representations from BERT and a number
of grounded language models.

Chance BERT base
1% 43%

VILBERT-MT Human
53% 76%

Table 6: A sizable gap in instance recall (IR@1) is seen
by comparing the performance of humans and the ex-
amined models in a reduced test set with 100 samples.

than one positive visual match. As they are also
affected by these artifacts, human subjects offer
a sensible point of comparison. In virtue of the
limited human attention, we evaluate on a reduced
test set with unseen object categories, randomly
sampling 100 data points from it. For each object
in a sentence, subjects are presented with 100 im-
age patches and asked to choose the closest match.
We collect over 1000 annotations from 17 in-house
annotators, with at least 30 annotations each. Our
results are shown in Table 6. On the same test set,
we find a large gap from learned mappings for both
grounded and ungrounded models to human perfor-
mance, exposing much room for improvement.

6 Conclusion

Understanding the similarities between language
and visual representations has important implica-
tions on the models, training paradigms and bench-
marks we design. We introduced a method for em-
pirically measuring the relation between contextual
language representations and corresponding visual
features. We found contextual language models
to be useful—while far from human subjects—in
discerning between different visual representations.
Moreover, we explored how these results are in-
fluenced by context, loss functions, datasets and
explicit grounding during training. Altogether, we
hope that our new methodological and practical
insights foster further research in both understand-
ing the natural connections between language and
visual representations and designing more effective
models at the intersection the two modalities.
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