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Abstract

In this technical report, we describe the
fine-tuned1 ASR-MT pipeline used for the
IWSLT shared task. We remove less useful
speech samples by checking WER with an
ASR model, and further train a wav2vec and
Transformers-based ASR module based on the
filtered data. In addition, we cleanse the er-
rata that can interfere with the machine trans-
lation process and use it for Transformer-based
MT module training. Finally, in the actual
inference phase, we use a sentence boundary
detection model trained with constrained data
to properly merge fragment ASR outputs into
full sentences. The merged sentences are post-
processed using part of speech. The final re-
sult is yielded by the trained MT module. The
performance using the dev set displays BLEU
20.37, and this model records the performance
of BLEU 20.9 with the test set.

1 Introduction

Offline speech translation is a task that infers the
text of a target language by using speech as in-
put. A pipeline system is used as a representa-
tive method, which converts source speech into
the source text via automatic speech recognition
and machine translates it. Recently, many speech
corpora have been disclosed, and studies are be-
ing conducted on an end-to-end method, namely
directly decoding speech input into the text of a
target language (Bérard et al., 2016, 2018).

In this IWSLT shared offline task, we implement
an English-German speech translation system in a
pipeline format. The advantage of pipeline architec-
ture is that it can explain whether the given speech
translation is challenging in view of the acoustic
domain or the translation perspective, considering

1We use ‘fine-tuned’ to describe that our approach is not
fully end-to-end but incorporates a well-organized set of strate-
gies to reach better performance. It does not denote the
wav2vec-transformer ASR module either.

the whole process of converting source speech to
the target text. This makes it easier for us to dis-
cern difficult or erroneous parts in speech and text
processing.

In general, a limitation of a pipeline system com-
pared to an end-to-end system is that the quality
of the final result is largely influenced by the in-
termediate text representation, which is usually
obtained in an explicit format (Liu et al., 2020).
Therefore, we primarily remove training samples
that can lower the ASR performance, following the
method used in Potapczyk and Przybysz (2020).
Thereafter, based on the trained ASR module, the
output of test speech samples is transformed into
the text and fed to the machine translation system
to produce a final output. In this process, we con-
duct post-processing to obtain an accurate sentence-
level output, such as setting the sentence bound-
ary between the fragment texts and re-aggregating
some wrongly merged sentences.

The performance is checked mainly with BLEU
score (Papineni et al., 2002). Through the system
construction, we obtained a BLEU score of 20.9 in
en-de speech translation. In detail, the performance
of the ASR module reaches WER 28.3% based on
2015 test set, and the MT module records a BLEU
score of 32.2 based on the WMT dataset (Barrault
et al., 2020). In addition, we have observed that var-
ious pre- and post-processings lead to meaningful
performance gains.

In this paper, we first skim the related works on
speech translation, automatic speech recognition,
and machine translation, focusing on the publicly
available datasets. Then we describe how we ob-
tained the ASR and MT module used for the cam-
paign. Next, we demonstrate how we finally reach
the translation for the dev and test set, along with
some pre- and post-processing techniques. The
results are provided with the analysis.
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2 Related Work

Various datasets exist for speech translation using
English as the source language, being utilized in the
training and evaluation in a wide range of studies.
The representative one is MuST-C (Di Gangi et al.,
2019), which provides English speech of TED talks,
its transcript, and the translation to other Indo-
European languages, including German, where we
exploit en-de in this study. In addition, CoVoST
enables multilingual speech translation based on
Common Voice (CV) data (Wang et al., 2020), of
which the Wikipedia articles are the source text.
Europarl-ST (Koehn, 2005) also provides various
translations, for the debates in European Parlia-
ment.

Data used for speech translation can also be
used for automatic speech recognition and machine
translation, but there are also corpora built for ASR
and MT only, on a large scale. Librispeech (Panay-
otov et al., 2015), which is used for evaluation of
ASR models, is the most famous example, and
TedLium is also the case2. They consist of the
speech of the source language (English) and Latin
alphabet-based transcription. In contrast, since
only text data is used in MT, the scale is much
larger. Typically used sources are WMT datasets
(Bojar et al., 2016, 2018; Barrault et al., 2020) and
Open subtitles. 3 All of the above datasets can be
usefully used in speech translation, so they have
been actively utilized in the previous IWSLT cam-
paigns (Niehues et al.).

3 Model

We chose the cascading scheme to leverage the
high performance of ASR and MT modules. Thus,
we exploit a large variety of corpora mentioned
above to train each module.

3.1 Automatic Speech Recognition

We train the ASR module using Librispeech and
MuST-C. The pretrained wav2vec 2.0 base model
was used for embedding (Baevski et al., 2020),
and the training was conducted with a Transformer
(Vaswani et al., 2017) decoder part augmented on
the output layer of the wav2vec module, with char-
acter as vocab. In this process, we performed two
preprocessing for the source corpus.

2https://www.openslr.org/7/
3https://www.opensubtitles.org/

• Script normalization: In the sentences con-
taining laughter and applause tag, the expres-
sions that might deter ASR performance were
removed.

• Filtering out erroneous scripts: Following
SRPOL’s approach (Potapczyk and Przybysz,
2020), we performed the filtering of audio
files based on bad WER. In this process, sen-
tences showing WER below 75% were re-
moved, assuming as if there were some flaws
in the acoustic level or some errors in the
script.

Using the cleansed corpus created through the
above process, we conducted the training for
80,000 steps using 8 RTX 3090 devices. The opti-
mization was done with adam, learning rate 1e-5,
and dropout 0.1. As a result of utilizing the evalua-
tion set 2015 test set, we obtained an ASR module
that displays the WER of 28.3%.

3.2 Machine Translation

We trained the MT module using the WMT 20 en-
de news task dataset and Transformer architecture.

For English, the script was normalized, and for
German, the cased text was used. Vocabulary was
constructed in consideration of both English and
German, using subword tokenization (Sennrich
et al., 2016). Some preprocessings were performed
as follows:

• Language identification: We conduct lan-
guage identification to remove the instances
where the source and the target language do
not match the language of interest (en, de).
This refers to Lui and Baldwin (2011, 2012);
Heafield et al. (2015).

• Filter by length: We filter out the sentences
where the length of the source and the target
sentence displays more than 50% of differ-
ence.

• Written-to-spoken text conversion: We
first transform the source text into the for-
mat of speech transcript, namely lowercasing
the text and removing all punctuation marks.
Then we expand common abbreviations, es-
pecially for measurement units, by converting
numbers, dates, and other entities expressed
with digits into their spoken form. The overall
scheme follows Bahar et al. (2020).

https://www.openslr.org/7/
https://www.opensubtitles.org/
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Using the cleansed WMT script, we conducted
the training for 300,000 steps, using 8 RTX 3090
devices. The optimization was done with adam,
with FFN decoder 8,192 and dropout 0.1. With
WMT20 dev set, we obtained an MT module that
shows the BLEU of 32.3.

4 Inference

We infer the final output with the speech instances
of the dev set using the trained ASR and MT mod-
ules. After the inference, we submit the inference
of the test set using the model that yields the best
results with the dev set.

In the inference process of the dev and test set, a
proper sentence split is additionally required. For
the dev and test set, we separated the utterances
from silence using the given segmentation informa-
tion. The segmented audio files were transcribed
with the ASR module.

In the post-processing of the transcribed speech,
we use the following strategies.

• DeepSegment: We merge the output of
the ASR module using publicly available
DeepSegment recipe4 based on bidirectional
long short term memory and conditional
random field (BiLSTM-CRF) (Huang et al.,
2015). At this time, the BiLSTM-CRF model
is trained using 1 RTX TITAN. Here, no infor-
mation other than the training corpus is used
for the training, and the usage of NLTK in
featurization does not violate the constrained
condition.

• Sentence concatenation: We compensate for
probable segmentation errors by using part-of-
speech (POS) information. We selected POS
tags that are rarely placed in sentence-first
and sentence-final from 46 tags of NLTK POS
tagger (Loper and Bird, 2002). In detail, we
set two cases of PROHIBIT AS FIRST and
PROHIBIT AS FINAL as follows:

- PROHIBIT AS FIRST: [’MD’, ’TO’, ’RP’,
’VB’, ’VBN’, ’VBD’]

- PROHIBIT AS FINAL: [’CC’, ’DT’, ’EX’,
’MD’, ’PDT’, ’POS’, ’WDT’, ’WP’, ’WP$’,
’WRB’]

Whenever the segmented sentence regards
either case, it is concatenated with the pre-
vious sentence or the following sentence.

4https://github.com/notAI-tech/
deepsegment

PROHIBIT AS FINAL was primarily ap-
plied.

The list of sentences obtained from the above
process is translated by the trained MT module.

5 Experiment

Overall, our speech translation pipeline has the
following procedure.

1. Voice segmentation

2. Automatic speech recognition

3. Sentence concatenation

4. Machine translation

5. Checking the performance

Voice segmentation was done separately in the
whole pipeline. ASR was performed with 1 RTX
3090. DeepSegment and sentence concatenation
were performed with 1 RTX TITAN. MT was per-
formed with 1 RTX 3090. The performance of each
trial was checked with the BLEU score.

We achieved the performance of BLEU 20.37
with the official dev set. We finally obtained the
performance of BLEU 20.9 with the test set using
given segmentation.

6 Conclusion

In this paper, we report the VUS ASR-MT pipeline
system for en-de speech translation. The featured
engineering schemes are wav2vec-based ASR mod-
ule, Transformer-based MT, speech segmentation
and post-processing, and various cleansing for the
enhancement. We obtained similar performance
with both dev and test set, the BLEU score of 20.37
and 20.9 respectively. Our model is explainable
and partially improvable, given the transparent de-
scription of our pipeline system.
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