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Abstract

Named Entity Recognition is an essential com-
ponent of Natural Language Progressing with
countless practical applications. Several dif-
ferent directions of research are currently be-
ing pursued, exploring the possibilities in var-
ious ways. One particularly fruitful approach
is the localization of multilingual deep learn-
ing tools based on the BERT architecture, with
AraBERT and ARBERT/MARBERT serving
as good examples. In this paper, we propose a
simple but effective model for Arabic named
entity recognition. The architecture of this
model consists of three layers, as follows: a
transformer-based language model layer, a fully
connected layer, and the last layer is a condi-
tional random field(CRF). Our proposed model
shows promising results compared to the cur-
rent state-of-art Arabic-NER models. For ex-
ample, the F1-macro of the test data scores
approximately 89.6% on the ANERCorp and
88.5% on the AQMAR datasets.

1 Introduction

Named Entity Recognition (NER) is an essential
task that has numerous practical applications and
enables successful performance of other NLP tasks.
In the Arabic language, NER is additionally com-
plicated by unique morphology and grammar, re-
quiring specific methods to accurately label parts of
text as entities from one of several possible classes.

Since Arabic is a widely spoken language with
numerous dialects, there is an apparent need for
automated linguistic tools that would serve the
huge population of its speakers. At present time,
the available Arabic NER tools are very scarce,
only partially successful, and insufficiently tested,
so new research in this field is urgently needed.
Some of the notable NER tools for Arabic language
based on machine learning include MADAMIRA
by (Pasha et al., 2014), FARASA by (Abdelali
et al., 2016), as well as the CAMeL tools suggested
by (Obeid et al., 2020).

Discovering the most promising methodology
that meets those requirements and allows for con-
sistently accurate entity recognition would enable
easier processing of the huge amount of informa-
tion in Arabic that is already accumulated in vari-
ous databases. This would in turn provide a boost in
numerous research areas and practical applications
of new technology, from semantic interpretation of
multimedia content to searching for specific data
in large data silos or the internet.

The idea of using automated algorithms for Nat-
ural Language Processing is several decades old,
and has been successfully applied to many different
problems. In particular, NER task has been the sub-
ject of many studies (Goyal et al., 2018; Li et al.,
2020). Some of the earliest works of this kind are
based on simple machine learning strategies, for
example (Benajiba and Rosso, 2008; Oudah and
Shaalan, 2012; Benajiba et al., 2010), while other
proposed methods were based on grammatical rules
and collections of named entities, i.e. (Khalil et al.,
2020). More recently, models based on deep learn-
ing are emerging and achieving unprecedented suc-
cess with a range of linguistic tasks including NER.
In particular, BERT – Bidirectional Encoders Rep-
resentations from Transformers model developed
by (Devlin et al., 2018) has been extremely suc-
cessful and inspired a number of regional varia-
tions that deal with specific languages. Some of
the notable NER tools for Arabic language based
on the BERT architecture include AraBERT and
ARBERT/MARBERT serving as good examples.

In this paper we propose a simple but effec-
tive model for tagging Arabic named entities using
transformer-based language model. Our solution
architecture consists of three layers as follows. A
transformer-based language model layer. In this
layer we fine-tuned a pretrained language model
Arabert which is the Arabic version of BERT. We
also have fine-tuned and evaluated other models
include AraElactra and XLM-Roberta. The second



layer is a fully connected linear layer which helps
adjusting the output dimensions and initializing the
inputs to the last conditional random field(CRF)
layer. With CRF algorithm, tags are assigned based
on the tag associated with the previous word in a
linear fashion. Starting from the features extracted
from the words, CRF estimates the probabilities
that the word in question is a named entity or not.
The problem is thus reduced to a simple probabilis-
tic decision, while the inclusion of the previous
word provides possibilities for capturing contex-
tual clues. Due to its unique combination of sim-
plicity and effectiveness, CRF is one of the most
commonly used mathematical procedures used for
NER tagging. Finally, we trained our model on two
publicly available datasets- ANERCorp and AQ-
MAR. The results of the conducted experiments
were very promising and our proposed solution out-
performs the current state-of-art in both datasets.

Our research paper organized as follows. We dis-
cuss the related studies in Section 2. In Section 3,
we describe our solution in details. The experi-
ments description is detailed in Section 4 and the
results discussion is presented in Section 5. Finally,
we conclude this work in Section 6.

2 Related Works

There are several different approaches to construct-
ing NER tools, all of which are well represented
in the modern literature and can be viewed as po-
tentially viable in practice. The first group of so-
lutions is based on simple machine learning strate-
gies such as Support Vector Machines, Conditional
Random Fields, or Random Forest, where the al-
gorithm is trained on a labeled dataset and tasked
with classifying new tokens based on statistical
trends (Muhammad et al., 2020; Hudhud et al.,
2021; Alshammari and Alanazi, 2020).

Deep learning methods employ a similar princi-
ple, but introduce vastly more complex architecture
with far more sensitive capacity for capturing latent
trends. Models based on bidirectional transformer
stack architecture (such as BERT and its deriva-
tives (Antoun et al., 2020; Abdul-Mageed et al.,
2020)) have proven to be very promising, but a
number of other designs including Pooled-GRU
and CNN deserve to be examined. While deep
learning systems are more powerful and accurate,
they tend to have higher computational require-
ments and very long training times, which limits
the extent of their practical usefulness (Helwe and

Elbassuoni, 2019; Alkhatib and Shaalan, 2020; Al-
Smadi et al., 2020).

Another group of solutions leverages certain
grammatical rules to recognize named entities, for
example using genitive rules to discover multi-
word entities. It’s also possible to construct knowl-
edge bases that include gazetteers of named enti-
ties and semantic interpretation frameworks (on-
tologies) and use those resources to improve the
recognition process (Elgamal et al., 2020; Khalil
et al., 2020; Hudhud et al., 2021).

Since Arabic language presents additional chal-
lenges for NER algorithms due to its often am-
biguous morphology and complex syntax rules,
many works focused on this language introduce
pre-processing operations and other modifications
in order to optimize their tools to the nature of the
task at hand, for example by standardizing the writ-
ing form for some words and removing diacritical
marks (Pasha et al., 2014; Balla and Delany, 2020).

While most tools are trained with samples in
Modern Standard Arabic, some of the works at-
tempt to account for the diversity of local variations
of spoken and written Arabic and improve perfor-
mance with content that deviates from the formal
language used in mainstream media and academic
research. Incorporating data from social media (i.e.
Twitter) is an ongoing research trend, contributing
to diversification of training material and ultimately
an increased capacity for recognizing named enti-
ties regardless of the form of writing. Typically,
language-specific NER tools are expected to differ-
entiate between several classes of entities, such as
persons, organizations, and locations, although it
is conceivable to have a much finer granularity and
include a large number of classes. They should also
be able to operate effectively with large quantities
of unstructured data, which is characteristic for the
modern online environment (Benali et al., 2021;
Gridach, 2016; Zirikly and Diab, 2015).

All of the NER tools suggested in the reviewed
works were empirically evaluated, and they typi-
cally displayed good overall performance during
those tests. In general, the reported results are in
the 85-95% range for accuracy and 60-83 for F1-
macro score. They feature a limited amount of false
positives and false negatives, with some fluctuation
from one entity class to another. There is a trend
that Arabic language tests yielded lower perfor-
mance, mostly due to aforementioned complexities
inherent in this language, but we have tried in this



paper to present an effective solution that can nar-
row this gap considerably. Since virtually no NER
tools are completely error-free at this time, the dif-
ferences between methods must be seen as the key
to raising the expected level of performance. That’s
why even marginal improvements over state-of-the-
art methods achieved through innovations are seen
as very encouraging, providing some indications
that with additional optimizations such innovations
could lead to more tangible gains in the future.

3 Transformer-based-CRF Model

BERT and all of the derivative models feature an
identical architecture which was directly inspired
by Transformer (Vaswani et al., 2017). In all cases,
there are two-layer stacks – decoder stack and en-
coder stack, each of which must contain one at-
tention layer at the bottom. Self-attention mech-
anism in the decoder stack encodes the semantic
relationships from the input sequence as attention
scores and passes their normalized values to a se-
ries of forward-propagating layers. Conversely, in
the encoder stack the representations are gradu-
ally refined with each new layer, until the correct
output sequence can be produced. The number of
layers and self-attention heads in the model can
be variable, while the model is capable of process-
ing semantic information in both directions, thus
treating the entire sequence as a single connected
unit.

This simple setup is now broadly accepted as the
basis for advanced linguistic tasks, but it can be
greatly improved through pre-training on certain
supervised benchmark tasks, as well as fine-tuning
of relevant model hyperparameters.

Our proposed architecture consists three lay-
ers, as shown in Figure 1. In the first layer,
we fine-tuned three pretrained models, includ-
ing AraBERT (Antoun et al., 2020), AraELEC-
TRA (Antoun et al., 2021) and XLM-Roberta (Con-
neau et al., 2019) for Arabic Named Entity Recog-
nition task.The second layer is a fully connected lin-
ear layer that receives the output of the pretrained
model and reshapes it to be an input for the third
layer. The final layer is the conditional random field
(CRF), which is the tagging algorithm. The CRF
makes sure that the objective of the model train-
ing is to return the most accurate combination of
outgoing tags. We applied a dropout procedure in
order to keep the training procedure well-balanced
between entity classes.

3.1 Proposed Model Architecture

Figure 1 illustrates the proposed model architec-
ture. If we have an input sentence x, it has to be
tokenized before it is entered into the BERT model.
In this process, the sentence x is padded to reach
the maximum length of the sequence. Tokenized x
with the corresponding attention mask is passed to
the model, which outputs contextual embeddings
of x. Transformer models including BERT use
numerous separate attention mechanisms in each
layer, in case of BERT base model, a total of 12 x
12 attention heads. In practice, this means that each
token can be connected with 12 distinct features of
any other token in the sequence.

There are two major aspects of BERT output cru-
cial for accurate classification – prediction scores
and hidden states. The prediction scores are ob-
tained as the output of the last layer of the model,
and thus represent the result of all attention heads
in all layers and are relative to parameters such as
batch size, hidden states size, and sequence length.
Meanwhile, hidden states are the outputs of the
individual layers of the model, and their total num-
ber is equal to the number of layers + 1 (12+1 for
BERT). The output of one layer is immediately
used as input for the next layer, which contextu-
alizes its content further using its own attention
heads. Thus, the prediction score basically repre-
sents a hidden state created by the final layer in the
BERT model.

This output of the model can be understood in
different ways. Intuitively, it seems logical that the
last layer should contain all the information gained
through different stages of learning, so its output
should be seen as relevant regardless of the way
the input vectors changed as they passed through
the layers. On the other hand, it is quite possible
that some of the vector modifications accidentally
eliminated bits of useful information that could
have contributed to and accurate prediction. To
compensate for it, the input vectors can be partially
or completely concatenated, or their sum could be
used. We noticed that this procedure provides sig-
nificant gains in terms of accuracy improvement,
which is why we used this technique in our experi-
ments.The model also includes a linear layer that
helps reshape the output of BERT into 3 dimen-
sions (batch size, number of tags, sequence length)
and then pass it to a CRF layer tasked with making
a prediction regarding the probabilities for each of
the tags.



Figure 1: Basic layout of the model. Words are sent into a BERT-CRF model. Tokens are used to contextualize the
word, to build the final representation

3.2 CRF Tagging Algorithm

Using transformer-based models, we get full distri-
bution over the potential labels of the actual input
possibilities. From this distribution, the classifier
can predict the most likely class that the input could
belong to. Named Entity Recognition meets this
description, as the need to apply rules for seman-
tic interpretation stretches it to a breaking point.
That’s because, I-PER can’t match B-LOC under
such conditions, effectively preventing the algo-
rithm from maintaining its independence. Because
of this, the selection of tags is performed using the
conditional random field (CRF) method.

CRF method was originally publicized in the
early 2000’s (Lafferty et al., 2001), and has since
been much discussed and broadly transferred to a
number of different fields. This machine learning
approach has proven to be useful in applications
as diverse as genetic sequencing and linguistics.
In recent years, models of this type are frequently
used alongside LSTM-Long Short Term Memory
networks to obtain the highest performance pos-
sible. This is especially noticeable in the natural
language processing field, where this combination
is increasingly becoming a standard due to its abil-
ity to raise the accuracy level for all tasks where
tagging of token sequences is required. Classifi-

cation of token sequences has the ultimate goal to
determine the likelihood that a particular sequence
belongs to the class Y from incoming data in vector
form X . This section will present a simple type of
conditional random field known as the linear chain
conditional random field (Larochelle, 2021). We
motivate the use of conditional random fields in
the context of named entity classification where we
want to be able to jointly model the full sequence
of labels y associated with a sequence of inputs
X as follows: For a given training set {(X, y)}
, where X = [x1, ..., xk] is a set of inputs and
y = [y1, ..., yk] is a target sequences, we calculate
the conditional probability p(y|X) as follows:

p(y|X) =

k∏
i=1

p(yi|xi)

=

∏k
i=1 exp(E(xi, yi))

Z(xi)

=

∑k
i=1 exp(E(xi, yi))∏k

i=1 Z(xi)

(1)

Form equation 1, for a pair (X, y), the normal
classification task can be resolved by calculating
P (y|X) in the way of multiplication of individual



probabilities for all tokens in the sequence up to the
position i, where the value of i is greater than one
but lower than the total length of the sequence k.
Normalization with exponential function is used in
this model, rather than the softmax function that is
commonly deployed in the same role in most deep
learning models.

Two central variables in this equation of the
model are marked by E and Z, with the following
definitions:
E(x, y) denotes the emission score and repre-

sents the score assigned for the class y based on
the vector x after i iterations. In other words, it
represents the output of a BERT model after i steps
are completed. While the input vector can contain
practically any type of information, it is typically
populated by a combination of nearby tokens, i.e.
words or sentence representations. Each score is
assigned its relative weight based on the results of
training BERT model.
Z(x) refers to the partition function, and can be

viewed as a specific type of normalization function
as it serves to discover a distribution of probabil-
ities. All probabilities for different classes must
always add up to 1. In this sense, it is a component
of the softmax activation and can be calculated as
follows.

Z(X) =
∑
y
′
1

∑
y
′
2

...
∑
y
′
i

...

∑
y
′
k

exp(

k∑
i=1

E(xi, y
′
i) +

k−1∑
i=1

V (y
′
i, y

′
i+1)) (2)

Due to numerous loops in the model, calculating
the value of Z(X) is not simple. This requires con-
sidering all iterations of the input for each step in
the model, necessitating k repetitions of all calcu-
lations to get the value for the entire set.

While the complexity of this procedure is very
high O(|y|k), it’s feasible to use the recurrent prop-
erties of the model and decrease the computational
requirements. This can be accomplished with the
forward/backward algorithm, which is capable of
processing the sequence in either direction. Once
this parameter is determined, the CRF implementa-
tion can be undertaken.

Above is described a standard model that calcu-
lates probabilities for each class, but we need to
expand it by introducing ponders that can be ad-
justed through learning. Basically, this means the
possibility of following up the label yi with yi+1

can be quantified, linking the neighboring labels to
each other, which is why this variation is named
Conditional Random Field with a linear chain. All
probabilities are thus factored with P (yi+1|yi), us-
ing the exponential function to reformat this value
as an emission score E(x, y) expanded by the tran-
sition score V (yi, yi+1) as follows.

p(y|X) =
exp(

∑k
i=1E(xi, yi) +

∑k−1
i=1 V (yi, yi+1))

Z(X)
(3)

Parameter V (yi, yi+1) is defined as a matrix con-
sisting of elements obtained through learning while
the model transitions from the position i in the se-
quence to the position i+ 1 in the same sequence.
on another words, it shows the chance that yi+1

succeeds after yi.

3.3 Calculating the NLL Function
With every classification task, a crucial concern is
to keep the errors to a minimum while the model is
being trained with input data. A common way to
achieve this goal is to use a loss function (L), and
feed model predictions into it along with the accu-
rate labels. This function has two possible outputs,
0 or a value grater than 0, depending on whether the
two input values match or not. When probabilities
P (y|X) are calculated, it is obviously important
to eliminate erroneous predictions. This problem
can be solved by using the negative log value of the
probability of error. This quantity is often referred
to as the loss based on negative log probabilities, or
NLL loss. It can be summarized with the formula
L = −log(P (y|X)), and modulated with different
types of log properties as follows.

− log(P (y|X)) =

−log(
exp(

∑k
i=1E(xi, yi) +

∑k−1
i=1 V (yi, yi+1))

Z(X)
)

= log(Z(X))− log(exp(
k∑

i=1

E(xi, yi)

+
k−1∑
i=1

V (yi, yi+1)))

= log(Z(X))−(

k∑
i=1

E(xi, yi)+

k−1∑
i=1

V (yi, yi+1))

(4)

The quantity log(Z) denotes the logarithmic
value calculated while the partition was per-



formed (Larochelle, 2021). This value is very
useful for the implementation of the forward al-
gorithm. NLL loss represents the forward pass,
and can be calculated by reversing the sign before
a normal value of log probabilities. Those proba-
bilities can be obtained by calculating all the scores
based on the partition and determining the differ-
ence between them. This procedure can be made
significantly more efficient by the use of a mask ma-
trix, which allows the model to skip any operations
that refer to non-essential elements.

4 Experiment

In this section, we will evaluate the training tech-
niques used to improve the algorithm, as well as
its performance with different tasks and objectives,
and the relationship between architecture of the
proposed model and quality of the output.

4.1 Tagging Types
The ultimate objective of NER procedure is to asso-
ciate a label belonging to a particular class to each
included word. It’s important to note that some
complex named entities could stretch across mul-
tiple words, but are always contained in a single
sentence. The predominant sentence representation
form used in this field is IOB, with words that start
a name of an entity marked with B, internally lo-
cated words marked as I, and other tokens marked
with O.

4.2 Data Samples
The model was evaluated using two Arabic public
available datasets including ANERcorp and AQ-
MAR. They are formulated specifically for the Ara-
bic NER task.

4.2.1 ANERcorp Dataset
ANERcorp is a high-quality, annotated dataset con-
taining Arabic language content gathered from a
variety of publically available media sources. It
was created in 2008 and has since been widely ac-
cepted as one of the standard datasets used for a
variety of linguistic tasks. There are four classes
of named entities included in this set, namely Per-
sons, Locations, Organizations, and Miscellaneous.
Based on those classes, the dataset includes a num-
ber of tags that pertain to named entities, including:
B-PERS: Beginning of the name of a PERSon. I-
PERS: Continuation (Inside element) of the name
of a PERSon. B-LOC: Beginning of the name of a
LOCation. I-LOC: Inside element present within

Source Ratio %
http://www.aljazeera.net 34.8
http://www.raya.com 15.5
http://ar.wikipedia.org 6.6
http://www.alalam.ma 5.4
http://www.ahram.eg.org 5.4
http://www.alittihad.ae 3.5
Other newspapers and magazines 17.8

Table 1: Overview of sources of articles container in
ANERcorp dataset

the name of a LOCation. B-ORG: Beginning of the
name of an ORGanization. I-ORG: Inside element
present within the name of an ORGanization. B-
MISC: Beginning of the name of an entity which
doesn’t belong to any of the previous classes (Mis-
cellaneous). I-MISC: Inside element present within
the name of a miscellaneous entity O: The word is
not a named entity (Other).

There are a total of 316 articles within the AN-
ERcorp dataset, all taken from journalistic sources
and online publications. An overview of the con-
tent of the dataset regarding the sources, expressed
in percentages as in Table 1.

In total, there are more than 150,000 tokens of
more than 32,000 types within this dataset, with an
average of 4.67 tokens per type. 11% of the content
consists of proper names. In collaboration between
the original creator of the corpus Yassine Benajiba
and researchers from CAMeL Lab and Mind Lab,
the dataset was slightly revised in 2020 to correct
some imperfections and make it better suited for
the type of studies it is needed for. Some of the
corrections agreed upon involved spelling errors,
blank Unicode characters and diacritical marks. At
this time, the dataset was also divided into a train-
ing portion (125K words) and testing portion (25K
words) to facilitate even better performance. In this
study, the latest version of the ANERcorp corpus
was used.

4.2.2 AQMAR Dataset
AQMAR (American and Qatari Modeling of Ara-
bic) is a relatively small Arabic language dataset
created specifically for the purpose of natural lan-
guage processing evaluation, including named en-
tity recognition (NER). It was created in collab-
oration between the US-based Carnegie Mellon
University and Qatari governmental institutions,
and is widely used in projects of various types.

This dataset consists of more than 3000



sentences taken from around 30 representative
Wikipedia articles in Arabic, touching on a wide
range of topics from history and science to politics
and sports. This dataset was manually annotated
with standard four NER classes – persons, loca-
tions, organizations, and miscellaneous, in addition
to other many tags pertaining to sentiments, rela-
tions, etc. Total number of tokens contained in the
AQMAR dataset is at 74,000, providing more than
enough variability for NLP research purposes.

4.3 Fine-tuning Process

Our proposed model was trained and tested on both
ANERCorp and AQMAR datasets, with the idea
of fine-tuning the hyperparameters in every itera-
tion. Hyperparameters are set up to create the best
possible conditions for recognizing named entities
in a labeled dataset based on the words found in
the input sequence as shown in Table 2. When the
dataset is used for model training and testing, indi-
vidual sentences from unseen articles are selected
at random and fed into the model as input. 80% of
the dataset is typically used for training, 10% as a
validation set, and the remaining 10% to evaluate
the performance of the model on unseen examples.

Both AQMAR and ANERCorp datasets are very
useful in model evaluation due to their versatility
and the relevance of the content, making it a logical
choice to include in this study. We have fine-tuned
three pretrained models, including AraBERT, Ara-
Electra, and XLM-Roberta. In the first experiment,
we fine-tuned AraBert V2, the large model contain-
ing 24 layers of encoders stacked on top of each
other, 16 self-attention heads, and a hidden size
of 1024. In the second experiment, we used only
the discriminator base model for AraElactra. This
model has 12 attention heads, 12 hidden layers,
and 768 hidden states size. In the third experiment,
we used XLM-Roberta, a model with 12 attention
heads, 12 hidden layers, and 768 hidden states.

During the three experiments we used an
AdamW optimizer, which is useful when fine-
tuning a pre-trained model as frozen layers. In
all experiments, the learning ratio was 5e− 5, and
the number of epochs was 5. The model input
is a sequence of tokens that are processed to two
vectors, input IDs, and attention masks using the
BERT tokenizer. The tested sequence lengths were
128, 256, and 512 tokens. Dropout optimization
was applied where a dropout step was introduced
immediately before the data reaches the linear layer.

We used the same dropout ratio of 0.1.

5 Results

In Table 3, the output of the proposed model is
compared with state-of-the-art NER models for
the Arabic language. Since the proposed solution
doesn’t use any sources other than the training sam-
ple, the performance of the competing methods
was presented without access to such sources for
the sake of fair evaluation. The AraBertv2 + CRF
model achieved the most impressive result; the F1-
macro score of almost 89.6% for this model con-
catenates the last 6 hidden layers. However, this
model achieved these results on a sequence length
of 256 tokens. Therefore, we applied the same
model on a 512 token length, and we found that the
best result is attained when we sum the 11 hidden
layers; the F1-macro has not significantly change.
In general, all the fine-tuned models outperform the
state-of-the-art models, with significant improve-
ments by almost 5% more than the best one, as we
can see in Table 3. Tables 4- 6 show the experimen-
tal results of our proposed model with respect to
the AQMAR dataset, using AraBert and AraElectra
models, respectively.

We also tested our model on CANERCorpus a
Classical Arabic Named Entity Recognition Cor-
pus that was built by (Salah and Zakaria, 2018).
This dataset was used by (Alsaaran and Alrabiah,
2021) and we compare our proposed model against
theirs as shown in table 5. CANERCorpus was
compiled starting from more than 7,000 hadiths -
religious texts written by Islamic scholars that in-
clude mentions of a large number of named entities,
totaling around 250 thousand words. There were
approximately 13,000 named entities identified in
the reviewed texts, and they were separated in 20
different classes based on the general category they
are related to. In the pre-processing stage (Salah
and Zakaria, 2018), the texts were segmented into
sentences before they were annotated by three hu-
man operators, with majority opinion taken as valid
in cases when there was disagreement. Words were
annotated in the IOB2 format, which determines
whether they are included in the beginning, mid-
dle, or the end of the entity name. This dataset
is notable for very fine granulation with a lot of
unique classes related to Islamic tradition (i.e. Al-
lah, Prophet, Clan) in addition to standard NER
classes such as person, time, or organization. For
this reason, the dataset provides a strong foundation



Parameter AraBERT AraElectra XLM-Roberta
Max sequence length [128,256,512] [128,256,512] [128,256,512]
No. heads 16 12 12
No. hidden layers 24 12 12
Hidden layer size 1024 768 768
Batch size 4 16 4
Vocab size 64000 64000 250002
loss Crf loss Crf loss Crf loss
Dropout prob 0.1 0.1 0.1
Optimizer AdamW AdamW AdamW
Learning rate 5e-5 5e-5 5e-5
Number of epochs 5 5 5

Table 2: Table of hyperparameters for training the proposed Arabic NER model

Model Seq F1-Macro Accuracy Precision Recall F1-measure
AraBertv1 512 0.82767 0.971329 0.83902 0.816630 0.842
mBERT 512 0.76721 0.96293 0.79244 0.74354 0.784
gigaBERT 512 NA 0.969889 0.82820 0.812253 0.82015
AraBertv2 512 0.8043 0.97004 0.82900 0.81050 0.81965
Mawdoo3 512 NA 0.964331 0.79183 0.755798 0.77339
MARBERT 512 NA 0.966730 0.81267 0.774617 0.79318
ARBERT 512 NA 0.97224 0.84656 0.82582 0.83606
AraBertv2 + CRF (last) 512 0.88888 0.9916173 0.905367 0.912455 0.90889
AraBertv2 + CRF (concat 6) 256 0.8956 0.9919526 0.913135 0.91378 0.91345
AraBertv2 + CRF (concat 9) 512 0.8933 0.9916918 0.910310 0.913536 0.91192
AraBertv2 + CRF (sum 11) 512 0.8946 0.9917663 0.908192 0.915954 0.91205
AraElectra +CRF (concat 5) 512 0.872115 0.98755 0.9104595 0.894163 0.9022379
XLM-Roberta +CRF (concat 9) 256 0.875697 0.98968 0.90608 0.90181 0.90181

Table 3: The performance of the proposed Arabic NER model vs state of the art on ANERCorp

for testing Arabic language AI tools with sophisti-
cated NLP capacities.

Thus, it’s fair to say that stack architecture of
the transformer-based models in combination for
conditional random field currently represents one
of the most successful NER methodologies that are
independent from external sources. Its surprising
performance can be explained by the strength of
contextualization unique for this approach, which
allows it to be accurate even when only limited
information is available.

6 Conclusion

In some studies, scalability and versatility of the
NER solution were considered alongside accu-
racy, reflecting the objective to create tools that
could be used in practice without too many lim-
itations. In this study, a simple architectural de-
sign of transformer-based model was presented,

created specifically for tagging of word sequences
in the context of Named Entity Recognition. This
solution outperforms most of the state-of-the-art
methods for this task, including those that rely on
knowledge bases. A crucial element of the pro-
posed solutions is their ability to track interdepen-
dencies between labels. This can be done with
a CRF layer. Also, the process of summing and
concatenating vectors has been shown to be effec-
tive in generating additional information that helps
improve the tagging accuracy. Since vector repre-
sentations are made on the words level, the model
is able to collect contextual clues related to both
syntax and morphology. The work in the future
will be in two parts as follows. The first is to work
on disambiguate the label when there is a word
that expresses two different entities, such as the
name of a place and a person at the same time. The
second is to increase the number of named entity
classes as well as working on our own dataset.



Model #state Seq F1-Macro Accuracy Precision Recall F1-measure
last 1 128 0.862648 0.984333 0.8567 0.879594 0.8680425
concat 12 128 0.88176 0.985708 0.87530 0.895202 0.8851435
sum 8 128 0.88222 0.984944 0.864197 0.88832 0.876095
last 1 256 0.852139 0.983815 0.848448 0.878862 0.8633879
concat 6 256 0.875361 0.985300 0.866348 0.888616 0.8773413
sum 9 256 0.8772 0.98478 0.85322 0.8982412 0.875
last 1 512 0.86588 0.984261 0.8651 0.8809234 0.8729
concat 10 512 0.87350 0.98500 0.87350 0.8766467 0.875
sum 11 512 0.87789 0.985374 0.871121 0.8902439 0.88

Table 4: The performance of the proposed Arabic NER model using bert-large-arabertv2+crf test results on AQMAR
dataset

Model Seq F1-Macro Precision Recall F1-measure
(Alsaaran and Alrabiah, 2021) 54 NA 94.10 95.54 94.76
AraBertv2 + CRF (concat 6) 54 91 98.11 98.42 98.26

Table 5: The performance of the proposed Arabic NER model using bert-large-arabertv2+crf test results on
CANERCorpus dataset
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