
Findings of the Association for Computational Linguistics: EMNLP 2021, pages 558–568
November 7–11, 2021. ©2021 Association for Computational Linguistics

558

Bidirectional Hierarchical Attention Networks based on Document-level
Context for Emotion Cause Extraction

Guimin Hu, Guangming Lu, Yi Zhao∗
Harbin Institute of Technology (Shenzhen), China

rice.hu.x@gmail.com,{luguangm,zhao.yi}@hit.edu.cn

Abstract

Emotion cause extraction (ECE) aims to ex-
tract the causes behind the certain emotion in
text. Some works related to the ECE task
have been published and attracted lots of at-
tention in recent years. However, these meth-
ods neglect two major issues: 1) pay few at-
tentions to the effect of document-level con-
text information on ECE, and 2) lack of suf-
ficient exploration for how to effectively use
the annotated emotion clause. For the first is-
sue, we propose a bidirectional hierarchical at-
tention network (BHA) corresponding to the
specified candidate cause clause to capture the
document-level context in a structured and dy-
namic manner. For the second issue, we design
an emotional filtering module (EF) for each
layer of the graph attention network, which
calculates a gate score based on the emotion
clause to filter the irrelevant information. Com-
bining the BHA and EF, the EF-BHA can dy-
namically aggregate the contextual informa-
tion from two directions and filters irrelevant
information. The experimental results demon-
strate that EF-BHA achieves the competitive
performances on two public datasets in differ-
ent languages (Chinese and English). More-
over, we quantify the effect of context on emo-
tion cause extraction and provide the visual-
ization of the interactions between candidate
cause clauses and contexts.

1 Introduction

In recent years, emotion cause extraction (ECE),
which aims to identify the causes with respect to
certain emotion in the text (Li et al., 2018b; Ding
et al., 2019; Xia et al., 2019), has obtained increas-
ing attention in academics and industry. Mining the
causes of certain emotion has a wide range of ap-
plications, such as public opinion monitoring and
product review mining (Wang et al., 2016; Tang
et al., 2016; Ma et al., 2017; Xia et al., 2019; Phan
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and Ogunbona, 2020; Ding et al., 2020). The goal
of ECE is to find out the cause clause (e.g., c3) that
contains the emotion cause for the given emotion
clause (e.g., c4), as presented in Example 1.
Example 1 (c1) Wu was diagnosed with advanced
liver cancer at the beginning of 2014 (c2) since he
began to update his health condition in Microblog
(c3) If Wu didn’t update his microblog for a long
time (c4) people worried that he may have passed
away

We divide the existing works related to ECE
into rule-based methods, traditional machine learn-
ing algorithms and deep learning methods. The
rule-based methods are dependent on linguistic
rules and common-sense knowledge, which re-
quires plenty of manual operations (Lee et al., 2010;
Russo et al., 2011). The traditional machine learn-
ing algorithms generally rely on feature engineer-
ing to manually select the features as the inputs of
model (Chen et al., 2010; Gui et al., 2016). Re-
cently, a number of works adopted deep neural
networks like self-attention (Xia et al., 2019), co-
attention (Li et al., 2018b), hierarchical attention
(Gui et al., 2017; Ding et al., 2019) to capture the
relations among clauses. Some works utilized the
multi-task learning (Xia and Ding, 2019; Hu et al.,
2020a; Chen et al., 2018) to extract emotion cause
clauses.

For Example 1, if the contextual clauses (e.g., c1
and c2) are ignored, there may be no direct causal
relationship between the emotion clause (e.g., c4)
and the cause clause (e.g., c3), since not updating
one’s social media account will not cause worried.
In fact, context has been utilized in many causal
relation tasks to provide semantic information and
improve the model performance (Kruengkrai et al.,
2017; Li and Mao, 2019; Sridhar and Getoor, 2019;
Kayesh et al., 2019). Chen et al. (2020) has men-
tioned that the causal relationship between the emo-
tion and cause clauses may only be valid in a spe-
cific context. However, few works related to emo-
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tion cause extraction consider the document-level
context information. To determine whether a clause
is the cause of a certain emotion clause, it actually
requires to understand the entire document. In this
paper, we take each clause in the document as the
candidate cause clause of the given emotion, and
propose a bidirectional hierarchical attention net-
works (BHA) to capture the document-level context
for a specific candidate cause clause in a structured
and dynamic manner. The “bidirectional” denotes
the document-level context is divided into forward
and backward context based on the position of cur-
rent candidate cause clause in document, and “hier-
archical” denotes that we use hierarchical attention
networks to selectively focus on the context infor-
mation related to the current candidate cause clause
at word and clause levels. In contrast to the hier-
archical attention networks (Werlen et al., 2018)
and self attention model (Vaswani et al., 2017),
the BHA allows dynamically access to the context
from two directions and distinguishes the effects of
forward and backward context on candidate cause
clause. Moreover, the previous works are gener-
ally limited to calculate the relative position of
candidate cause clause to the emotion clause for
leveraging emotion clause (Ding et al., 2019), ig-
noring the role of emotion clause in filtering the
irrelevant information. So we design an emotional
filtering module (EF), which computes a gate score
for each layer of graph attention networks (GAT)
based on the emotion clause to filter the irrelevant
information. Combining the BHA and EF, we pro-
pose a bidirectional hierarchical attention networks
(EF-BHA) with emotional filtering to appropriately
encode contextual features into the clause represen-
tation for emotion cause extraction.

The main contributions of this paper are summa-
rized as follows:

1. Different from the hierarchical attention net-
works and self-attention mechanism, the
proposed bidirectional hierarchical attention
(BHA) dynamically integrates the forward and
backward contexts related to the specified can-
didate cause clause into the clause representa-
tion in a multi-granularity way.

2. We design an emotional filtering module (EF)
for each layer of graph attention networks,
which calculates a gate score based on the
emotion clause to filter the irrelevant informa-
tion.

3. Experimental results on two public datasets
in different languages (Chinese and English)
demonstrate that the effectiveness of EF-BHA
and further provide the visualization of the
interactions between candidate cause clauses
and contexts.

2 Related Work

Lee et al. (2010) firstly gave the definition of emo-
tion cause extraction (ECE), and manually con-
structed a corpus from the Academia Sinica Bal-
anced Chinese Corpus. Based on this corpus, a
multi-label approach was proposed with the basic
of linguistic features as cues (Chen et al., 2010).
Russo et al. (2011) proposed an approach that au-
tomatically identified linguistic contexts. However,
taking the word as labeling granularity of ECE
brings some drawbacks including incompleteness
in meaning and analysis difficulties. To overcome
these shortcomings, Gui et al. (2016) released a
clause-level Chinese emotion cause corpus and pro-
posed an event-driven multi-kernel SVM model for
this corpus.

Recently, a number of works adopted deep learn-
ing networks to solve ECE task. Based on the
original memory network (Sukhbaatar et al., 2015),
Gui et al. (2017) proposed to store local context
of each word in different memory slots to extract
emotion cause clause. Chen et al. (2018) cap-
tured the interactions between emotion classifica-
tion and cause detection in an end-to-end fashion.
Li et al. (2018b) built the co-attention relation-
ship between emotion clause and each candidate
clause with emotional context. Ding et al. (2019)
viewed ECE as a reordered prediction problem and
incorporated the dynamic global labels into the
model. Xia et al. (2019) firstly employed Trans-
former (Vaswani et al., 2017) to encode the global
level information on all the clauses rather than re-
lying solely on the hidden state of one clause. Hu
et al. (2020b) proposed a graph convolutional struc-
ture with fusion of semantics and structural con-
stricts (FSS-GCNs) to automatically learned how
to selectively attend the relevant clauses useful for
emotion cause extraction.

However, we notice that these methods related
to ECE task ignore two major issues: 1) pay few
attentions to the effects of document-level context
on ECE task. 2) lack of sufficient exploration about
how to effectively use the annotated emotion clause.
In this paper, we try to incorporate the document-
level context into the ECE task and use the emotion
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clause to filter the irrelevant contextual information
simultaneously.

3 Methodology

3.1 Task Definition

Given a document d = {c1, c2, ..., cn}, ci =
{wi1, wi2, ...wim} contains m words, where wij

is the j-th word in the clause ci. Each document
contains an emotion clause and one or more corre-
sponding emotion cause clauses, and each clause
is annotated with label ∈ {0, 1}, where label “1”
denotes the clause is a cause clause. We formalize
the ECE task as a binary classification problem,
and our goal is to determine which clauses contain
the emotion cause according to the given emotion
clause.

3.2 Overall Architecture

The overall architecture of EF-BHA is shown in
Figure 1. It contains BERT (Bidirectional Encoder
Representations from Transformers) (Devlin et al.,
2019), word-level context attention module (WCA),
GATs with emotional filtering (EF-GATs), clause-
level context attention module (CCA) and context
aggregation module(CAM). BERT is used to en-
code hidden states of word and clause (see Section
3.3). The word-level context attention module is
used to extract those words that are related to can-
didate cause clauses from forward and backward
contexts and then integrate them to generate high-
level context information (see Section 3.4). The
GATs with emotional filtering is the modified ver-
sion of graph attention networks, which aims to
filter the irrelevant information to the emotion in
each layer of GATs and capture the inter-clause
dependency simultaneously (see Section 3.5). Fol-
lowing the GATs, the clause-level context attention
module is used to capture those clauses that related
to the candidate cause clause and then summarize
them into two vectors to represent the forward con-
text and backward context, respectively (Section
3.6). After obtaining the context representation in
both direction, we use the context aggregation mod-
ule to encode contextual information into clause
representation (Section 3.7).

3.3 BERT Encoder

Following the idea of the RANKCP (Wei et al.,
2020), each clause in the document is processed
into the sequence that takes [CLS] as the start to-
ken and [SEP ] as the end token, and we concate-

nate these sequences as the input of BERT encoder,
where [CLS] is a special token that aggregates the
sequence features as the hidden state of clause and
[SEP ] is a dummy token not used for this task.
We take the hidden state hij in the BERT model
as the representation of wij and the hidden state of
[CLS] as the vector of the clause.

3.4 Word-level Context Attention

For the candidate cause clause ci, its document-
level context can be divided into forward con-
text cai = {c1, c2, ..., ci−1} and backward context
cbi = {ci+1, ci+2, ..., cn}. The forward context and
the backward context do not include the current
candidate cause clause as the context aggregation
module will take it as one of the features. The
word-level context attention summarizes informa-
tion for each clause of the bidirectional context,
e.g., clauses cj ∈ cai and cr ∈ cbi , which uses
the Multi_Attention proposed by Vaswani et al.
(2017) to capture different types of relations be-
tween the words in {cj , cr} and ci. The key and
value are both the word-level hidden states of BERT
encoder and then aggregate those words to hidden
states xj and xr, respectively:

qwi = fw(hicls) (1)

xj =Multi_Attention(qwi , hjk) (2)

xr =Multi_Attention(qwi , hrs) (3)

where qwi is the word-level query representation
and fw is a linear transformation with the param-
eters randomly initialized. hjk and hrs denote the
hidden states of wjk and wrs respectively. Espe-
cially, hicls is the hidden state of i-th token [CLS],
which is the representation of ci encoded by the
BERT encoder. Similarly, we can obtain the repre-
sentation xe for emotion clause after the word-level
context attention module.

3.5 Graph Attention Network with
Emotional Filtering

We employ the graph attention networks (GATs)
(Velickovic et al., 2018) to capture the inter-clause
dependency, in which each clause can be viewed
as a node in the graph and every two nodes have
an edge to represent the relation between nodes.
To retain self-information, each node adds a self-
loop edge. 1-layer GATs encodes only information
about immediate neighbors, while GATs with stack-
ing L graph attention layers aggregates the L-order
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Figure 1: The architecture of EF-BHA for the candidate emotion clause ci.

neighbor nodes. hli denotes the representation of
clause ci after l-layer GATs:

hli = Relu(
∑
j∈Ni

αl
ijW

lhl−1j + bl) (4)

where αl
ij = f(vTl tanh([W

l
ah

l−1
i ,W l

bh
l−1
j ])) is

the attention weight of clauses cj to ci with an
MLP parameterized by {vl, W l

a, W l
b}, and f is

the normalization function Softmax. Ni denotes
the neighbor clauses of ci, {W l, bl} are learnable
parameters. The node cj’s initial hidden state
h1j = xj , which is encoded by the word-level con-
text attention.

To ensure that the information transmitted be-
tween nodes is related to the annotated emotion,
we modify the original GAT by adding an emo-
tional filtering module in each layer of GATs to
filter the irrelevant information. gl−1 ∈ Rd denotes
the gate score of (l− 1)-th layer of GATs, where d
is the dimension of node representation. We apply
gl−1 over the hidden vector hl−1j via the element-
wise multiplication operation ◦. The aggregation
of node representation hli after emotional filtering
is given by:

gl−1 = σ(W l−1
g xe) (5)

ĥli = Relu(
∑
j∈Ni

αijW
l(gl−1 ◦ hl−1j ) + bl) (6)

where xe is the representation of emotion clause en-
coded by the word-level context attention module,
σ(·) is the sigmoid function and W l−1

g ∈ Rd×d is
a learnable matrix.

Considering that each emotional filtering module
may retain different aspects of node representation,
we concatenate these node representations gener-
ated in the previous L layers of GATs as mL

i =
[ĥ1i , ĥ

2
i , ..., ĥ

L
i ]. We transform mL

i into si ∈ Rd

through a non-linear transformation si = σ(WmL
i )

parameterized by W ∈ Rd×(L×d).

3.6 Clause-level Context Attention

Similar to the word-level context attention module,
the clause-level context attention summarizes the
forward context and backward context into dai and
dbi based on the interactions between the candidate
cause clause ci and contexts, respectively:

qsi = fs(si) (7)

dai =Multi_Attention(qsi , sj)) (8)

dbi =Multi_Attention(qsi , sr)) (9)

where fs is a linear transformation to obtain clause-
level query representation qsi . The key and value
are both the expressions of clauses based on WCA.
In particular, sj and sr denote the representations
of cj ∈ cai and cr ∈ cbi , respectively.
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3.7 Context Aggregation Module
dai and dbi represent the aggregation of forward con-
text and backward context, respectively. In order to
selectively incorporate context information into the
representation of candidate cause clause ci, we use
two scores less than 1, i.e. λa and λb, to control
which information of forward context and back-
ward context can flow to the final clause representa-
tion. Following this idea, we can have the following
aggregation:

sgi = (1− λa − λb) ∗ si + λa ∗ dai + λb ∗ dbi
(10)

where λa = σ(W a
s si+W

a
d d

a
i ) and λb = σ(W b

s si+
W b

dd
b
i) denote the gate scores for dai and dbi , respec-

tively. {W a
s ,W

b
s ,W

a
d ,W

b
d} are learnable weight

matrices. With this aggregation module, the model
can handle forward context and backward context
to capture the specific contextual information re-
quired by the candidate cause clause. We take sgi
as the final feature for emotion cause prediction:

p̂i = f(Wps
g
i + bp) (11)

where f is the Softmax function, and {Wp, bp}
are the learnable parameters. Specifically, the
model is trained by using standard gradient de-
scent algorithm with the cross-entropy loss, which
is given as:

J(Θ) =
1

N

N∑
k

n∑
i

−[pilogp̂i +(1−pi)(1− logp̂i)] (12)

where N is the number of training instances and
pi is the real distribution.

4 Experiments

4.1 Dataset and Metrics
The proposed model is evaluated on two public
datasets: a Chinese public benchmark dataset (Chi
dataset) (Gui et al., 2016) and an English Dataset
(Eng dataset) (Gao et al., 2017). Chi dataset is
collected from SINA city news and Eng dataset is
collected from an English novel. Note that each
document of both datasets contains only one emo-
tion clause and one or more emotion cause clauses
corresponding to it. We adopt the same experimen-
tal setting as RTHN (Xia et al., 2019), that is, we
use 10-fold cross validation to conduct experiments
with 9 folds as training data and remaining 1 fold
as testing data. Table 1 gives the details about the
two datasets. We repeat the experiments 20 times

to report the average result and perform one sam-
ple t-test on the experimental results. We adopt the
precision (P), recall (R) and F1 score (F1) as the
metrics for evaluation, which are defined as:

P =
ncc
npc

, R =
ncc
ngc

, F1 =
2× P ×R
P +R

, (13)

where ncc, npc and ngc denote the correctly pre-
dicted causes, predicted causes and the ground-
truth causes respectively.

Range Number Percentage(%)
Chi dataset:
one cause 2046 97.2
two and more causes 59 2.8
All 2105 100
Eng dataset:
one cause 1949 90.4
two and more causes 196 9.1
All 2156 100

Table 1: The proportion of documents with different
number of emotion causes.

4.2 Implementation Details
For the Chi dataset, we implement the EF-BHA
based on the BERT that is initialized using BERT-
Base, Chinese 1. We use AdamW optimizer
(Loshchilov and Hutter, 2019) and 20 epochs with
early stopping to optimize the model. We set the
batch size and learning rate to 4 and 1e− 5 respec-
tively, and apply a scheduler to adjust the learning
rate, that is, the first 10% of all training steps is lin-
ear warmup phrase, and then linear decay phrase.
Furthermore, we set the weight decay for BERT
model and downstream model to 0.01 and 2e− 5,
respectively. The proposed EF-BHA achieves the
best performance when GATs adopts 2-layer emo-
tional filtering, where the first layer has one atten-
tion head and the second layer has four attention
heads. For Eng dataset, we implement the proposed
EF-BHA based on the BERT that is initialized us-
ing BERT-Base, English 2. The model using 2e−5
learning rate with 15 epochs achieves the best per-
formance on the Eng dataset when the GATs adopts
single-layer emotional filtering.

4.3 Baseline Methods
We compare the proposed EF-BHA with the exist-
ing methods. We summarize the baseline methods

1https://github.com/google-research/bert
2github.com/huggingface./transformers
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P R F1
RB 0.6747 0.4287 0.5243
CB 0.2672 0.7130 0.3887
Word2vec 0.4301 0.4233 0.4136
SVM 0.4200 0.4375 0.4285
Multi-kernel 0.6588 0.6972 0.6752
Memnet 0.5922 0.6354 0.6134
ConvMS-Memnet 0.7076 0.6838 0.6953
CANN 0.7721 0.6891 0.7266
PAE-DGL 0.7619 0.6908 0.7242
RTHN 0.7697 0.7662 0.7677
MANN 0.7843 0.7587 0.7706
FSS-GCN 0.7861 0.7572 0.7714
RHNN 0.8112 0.7725 0.7914
EF-BHA 0.7938 0.7808 0.7868

Table 2: Comparison of the proposed EF-BHA with
existing methods using precision, recall, and F1 score
as metrics on Chi dataset. These results are reprinted
from the corresponding publications.

into the following groups:

• Rule-based and commonsense-based methods:
RB is a traditional rule-based method based
on linguistic rules (Lee et al., 2010). CB is
a commonsense-based method proposed by
Russo et al. (2011).

• Machine learning methods: SVM uses com-
mon facts and unigrams, bigrams and trigrams
as the features to train an SVM (Cortes and
Vapnik, 1995) classifier (Chen et al., 2010).
Multi-kernel is a method using multi-kernel
convolution to learn the relations between
emotion cause clause and events (Gui et al.,
2016). Word2vec uses the word representa-
tions pre-trained by Word2vec (Mikolov et al.,
2013) to train SVM as classifier.

• Deep learning method: Memet uses the mem-
ory networks (Sukhbaatar et al., 2015) to
capture the mutual impacts between emotion
word and emotion causes (Gui et al., 2017).
ConvMS-Memnet stores relevant contexts in
different memory slots with convolution op-
eration (Gui et al., 2017). CANN builds the
co-attention interaction between emotion and
each candidate clause (Li et al., 2018b). PAE-
DGL take ECPE task as a reordered predic-
tion problem (Ding et al., 2019) to extract
emotion causes. RTHN uses Transformer
(Vaswani et al., 2017) to capture the relation

P R F1
Word2vec 0.1651 0.8673 0.2774
SVM 0.2757 0.6416 0.3856
ConvMS-Memnet 0.4605 0.4177 0.4381
MANN 0.7933 0.4081 0.5328
FSS-GCN 0.6743 0.5303 0.5948
RHNN 0.6901 0.5267 0.5975
EF-BHA 0.7277 0.5305 0.6137

Table 3: Comparison of the proposed EF-BHA with
existing results that are implemented in Li et al. (2019b)
on Eng dataset.

among the clauses (Xia et al., 2019). MANN
uses the multi-attention mechanism and CNN
layer to extract critical features from the text
(Li et al., 2019b). FSS-GCN learns how to
selectively focus on the relevant clauses by
fusing the semantics and structural informa-
tion (Hu et al., 2020b). RHNN adopts the
hierarchical attention and knowledge-based
regularization to extract emotion cause (Fan
et al., 2019).

4.4 Main Results
The experimental results on Chi and Eng datasets
are shown in Table 2 and Table 3, respectively. We
firstly focus on the Table 2. It can be observed that
EF-BHA is better than most competitive baselines.
RB and CB seem difficult to achieve a balance be-
tween precision and recall. For traditional machine
learning, Word2vec and SVM cannot achieve better
results in accuracy and recall. The recent works,
such as CANN, RTHN and FSS-GCN, model the
relations among clauses to incorporate more infor-
mation, and obtain significant improvements. The
F1 score of EF-BHA is at least 1.6% higher than
those of these works, which is close to the state-of-
the-art method RHNN. This improvement is signifi-
cant with p-value less than 0.01 in one sample t-test.
The reason for the improvement is that EF-BHA
dynamically incorporates the document-level con-
text information according to the candidate cause
clause for emotion cause extraction. Next, we focus
on the Table 3. The performances of the existing
methods on Eng datasets are generally low. We
can find that the proposed EF-BHA achieves the
best performance on Eng dataset, outperforming
the state-of-the-art (RHNN) method by 1.62% in
F1 measure. These results illustrate that the pro-
posed EF-BHA can better encode clause represen-
tation by effectively attending to those words or
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P R F1
WCA 0.7843 0.7587 0.7701
CCA+CAM 0.7224 0.7298 0.7218
WCA+CCA+CAM 0.7171 0.7135 0.7144
EF 0.7637 0.7458 0.7530
EF-GATs 0.7367 0.7213 0.7314
EF-BHA 0.7938 0.7808 0.7868

Table 4: An ablation study for EF-BHA model.

clauses related to current candidate cause clause in
the bidirectional hierarchical texts, so as to obtain
improvements.

4.5 Analysis and Discussion

4.5.1 Ablation Study
We conduct an ablation study by removing each
module or the combination of module separately to
verify the effect of each module in EF-BHA. Exper-
imental results are shown in Table 4. Removing the
WCA bring degradation on F1 scores by 1.67%. If
we only remove the EF, that is, the original GATs
is used to model the inter-clause dependency, the
performance will be impaired (over 3% drops in
F1 score), which illustrates that emotional filtering
module can help encode the clause representation
better. When EF and GATs are removed from the
model, the F1 score drops to 0.7314, which may
be caused by the insufficiency of modeling the re-
lation of inter-clause. Additionally, we remove the
combination of modules, such as CCA+CAM, and
then the F1 score declines to 72.18%. We also elim-
inate WCA+CCA+CAM, which leads to a poor F1
score of 71.44%. These experimental results show
that these modules and their mining features are
significant in the emotion cause extraction.

4.5.2 Re-evaluating ECE Models
Ding and Kejriwal (2020) pointed out that some
existing deep neural networks make use of the bias
in the benchmark to achieve better performance,
where the bias denotes the location imbalance dis-
tribution phenomenon of emotional cause location
as most of the cause clauses appear near the emo-
tion clause. To verify the ability of EF-BHA to
understand the actual context, we conduct the ex-
periments on “de-bias” dataset (Ding and Kejriwal,
2020) and the results are shown in Table 5. The
previous works like RTHN and PAE-GDL usually
leverage the position bias in the benchmark dataset
to obtain improvement and they are position-aware

P R F1
PAE 0.5511 0.3078 0.3851
PAEDGL 0.5525 0.3279 0.4096
RTHN 0.5467 0.5466 0.5445
EF-BHA 0.5640 0.6549 0.6061

Table 5: Comparison of the proposed methods with ex-
isting results that are implemented in Ding and Kejri-
wal (2020) on ’de-bias’ dataset.

Figure 2: Comparison of BHA and EF-BHA with dif-
ferent graph attention layers.

models. Different from RTHN, PAE-GDL, EF-
BHA is position-insensitive model, which attends
to understand actual context instead of depending
on the dataset bias. Compared with the typical
methods, the F1 score of EF-BHA is still higher
than PAE, PAEDGL and RTHN although the F1
scores about this dataset is relatively low. We spec-
ulate that due to the small size of “de-bias” dataset,
the problem of over fitting may occur in the para-
metric deep networks based on BERT model.

4.5.3 Performance against GAT layers

We vary the number of graph attention layer (rang-
ing from 0 to 4) to verify its effect on EF-BHA
and BHA, and the results are shown in Figure 2.
When removing the graph attention layer, the per-
formance of EF-BHA drops a lot (0.7314 in F1
score). In this case, the F1 scores of EF-BHA is
same as that of BHA as the emotional filtering
performs on each graph attention layer. When us-
ing 2-layer graph attention networks, the proposed
EF-BHA achieves the best performance, and more
layers result in the deterioration of model perfor-
mance. This finding just confirms the conclusive
results that stacking more layers in a graph neural
network (GNN) could lead to over smoothing and
finally the features of graph vertices converge to
the same value (Li et al., 2018a, 2019a).
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c1 to save the woman as soon as possible
c2 the commander worked out a rescue plan
c3 the first group laid life-saving air cushion
c4 and evacuated irrelevant people around
c5 another group climbed up to the sixth floor
c6 persuading women in the building
c7 in the process of persuasion
c8 fire officers and soldiers understand
c9 due to the other party’s project arrears
c10 her family is badly in need of money
c11 she lives a stressful life
c12 she helplessly intends to jump off a building
to commit suicide

Table 6: Visualization results of word-level context at-
tention module for the candidate cause clause c4.

4.6 Case Study
Example 2 (c1)为尽快将女子救下 (c2)指挥员
制订了救援方案 (c3)第一组在楼下铺设救生气
垫 (c4)并对周围无关人员进行疏散 (c5)另一组
队员爬上6楼 (c6) 在楼内对女子进行劝说 (c7)
劝说过程中 (c8) 消防官兵了解到 (c9) 该女子
是由于对方拖欠工程款 (c10)家中又急需用钱
(c11)生活压力大 (c12)无奈才选择跳楼轻生

Translation: (c1) to save the woman as soon as
possible (c2) the commander worked out a rescue
plan (c3) the first group laid life-saving air cushion
(c4) and evacuated irrelevant people around (c5)
another group climbed up to the sixth floor (c6) per-
suading women in the building (c7) in the process
of persuasion (c8) fire officers and soldiers under-
stand (c9) due to the other party’s project arrears
(c10) her family is badly in need of money (c11) she
lives a stressful life (c12) she helplessly intends to
jump off a building to commit suicide

To deeper understand the bidirectional context at-
tention networks, we choose one document (Exam-
ple 2) from the Chi dataset to visualize the attention
weights extracted from the word-level attention
module using sequence labeling toolkit (Yang and
Zhang, 2018). For Example 2, c12 is the emotion
clause containing the emotion “helplessly”, and
{c9, c10, c11} are the corresponding cause clauses.

Here, the attention distribution refers to the im-
portance of words to the current candidate cause
clause. Note that the intensity of color is propor-
tional to the weight value (that is, dark color means
large weight). Table 6 and Table 7 show the visu-
alizations about the attention weights of bidirec-
tional context under the candidate cause clauses c4

c1 to save the woman as soon as possible
c2 the commander worked out a rescue plan
c3 the first group laid life-saving air cushion
c4 and evacuated irrelevant people around
c5 another group climbed up to the sixth floor
c6 persuading women in the building
c7 in the process of persuasion
c8 fire officers and soldiers understand
c9 due to the other party’s project arrears
c10 her family is badly in need of money
c11 she lives a stressful life
c12 she helplessly intends to jump off a building
to commit suicide

Table 7: Visualization results of word-level context at-
tention module for the candidate cause clause c9.

and c9, respectively. In the comparison of Table
6 and Table 7, it can be obviously observed that
the larger attention weights (the red color blocks)
focus on the different parts of text. Specifically,
when candidate cause clause is c4, the words with
larger attention weights are mainly concentrated
in the contents above c4, i.e., clauses {c1, c2, c3},
which indicates the words in these clauses is more
related to c4. When candidate cause clause is c9,
the words with larger attention weights are mainly
concentrated in the contents below c9, i.e., clauses
{c10, c11, c12}, which indicates the words below
c9 is more related to c9. Moreover, those words
related to clause c9 are usually negative, such as
“stressful”, “badly” and “suicide”. This finding may
reflect that the emotion triggered by c9 is negative
if c9 is the cause clause, which corresponds to the
emotion “helplessly” in c12. These results illus-
trate the proposed BHA can dynamically capture
the contextual information from two directions to
distinguish the effects of bidirectional context on
the current candidate cause clause. Through the
visualization of word-level attention weights, we
quantify the effect of the interaction between the
clause and the contexts at the word level.

5 Conclusions and Future Work

In this work, we propose the EF-BHA to model
the relations between candidate cause clauses and
the contexts. Especially, EF-BHA extracts the rele-
vant contextual information according to the candi-
date cause clause, and then summarize contextual
information with different granularity into clause
representation. Moreover, we propose to add an
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emotional filtering module for each layer of GATs
to filter the irrelevant information. The experimen-
tal results on two public datasets demonstrate that
the proposed EF-BHA achieves competitive perfor-
mance in comparison with the existing methods,
thereby validating the effectiveness. We further vi-
sualize the attention weight extracted by the bidirec-
tional hierarchical context attention module, aim-
ing to provide the visualization of the interactions
between candidate cause clauses and contexts. EF-
BHA may introduce some irrelevant information
when integrating context information. In future
work, we will only use the previous |w| clauses and
the following |w| clauses of the candidate cause
clause as the context to alleviate this problem.
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