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Abstract

Supervised learning methods have proven to
be effective for Aspect-Based Sentiment Anal-
ysis (ABSA). However, the lack of fine-
grained labeled data hinders their effective-
ness in many domains. To address this is-
sue, unsupervised domain adaptation methods
are desired to transfer knowledge from a la-
beled source domain to any unlabeled target
domain. In this paper, we propose a new do-
main adaptation paradigm called cross-domain
review generation (CDRG), which aims to gen-
erate target-domain reviews with fine-grained
annotation based on the source-domain la-
beled reviews. To achieve this goal, we pro-
pose a two-step approach as a concrete real-
ization of CDRG. It first converts a source-
domain review to a domain-independent re-
view by masking its source-specific attributes,
and then converts the domain-independent re-
view to a target-domain review with a masked
language model pre-trained in the target do-
main. We further propose two ways to lever-
age the generated target-domain reviews for
two cross-domain ABSA tasks. Extensive ex-
periments demonstrate the superiority of our
CDRG-based approaches over the state-of-the-
art domain adaptation methods.

1 Introduction

Aspect-Based Sentiment Analysis (ABSA) has re-
ceived considerable attention in recent years (Liu,
2020). The goal of ABSA is to extract the aspect
terms mentioned in review sentences and predict
the sentiments over them (Pontiki et al., 2016). For
example, given the review “The fish soup is deli-
cious”, the aspect term and its sentiment are fish
soup and Positive, respectively. With the recent
advances in deep learning, many supervised neural
models have been proposed for several ABSA tasks,
e.g., aspect extraction (Liu et al., 2015; Xu et al.,
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2018), aspect-level sentiment classification (Wang
et al., 2016b; Tang et al., 2016), and End-to-End
ABSA (Zhang et al., 2015; Li et al., 2019a).

Although these neural models have obtained
promising results in several product domains such
as Laptop and Restaurant (Pontiki et al., 2014),
the major obstacle to them is the lack of rich an-
notated resources in many new domains. Since
ABSA requires fine-grained annotation of aspect
terms and their sentiments in each review, it is ex-
tremely time-consuming to develop such resources
for each domain, and the annotation process can be
prohibitively expensive. To alleviate the annotation
efforts, unsupervised domain adaptation methods
are desired to transfer knowledge from a source
domain with rich labeled data to a target domain
with only unlabeled data.

The key challenge of domain adaptation is that
the data distribution of the source domain usually
differs from that of the target domain. To allevi-
ate the domain discrepancy, many approaches have
been proposed in coarse-grained sentiment clas-
sification based on the following two paradigms:

• feature-based adaptation, which aims to aims
to learn a domain-invariant feature representa-
tion across domains (Blitzer et al., 2007; Glorot
et al., 2011; Yu and Jiang, 2017; Ziser and Re-
ichart, 2018; Ghosal et al., 2020)

• instance-based adaptation, which focuses on
re-weighting labeled instances in the source
domain for use in the target domain (Mansour
et al., 2008; Dredze et al., 2010).

However, due to the challenges in fine-grained
adaptation, only a few studies explore the domain
adaptation problem for ABSA (Ding et al., 2017;
Wang and Pan, 2018; Li et al., 2019b; Gong et al.,
2020). Moreover, these studies still follow the
above two domain adaptation paradigms, which
suffer from two common limitations: (1) although
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The [Macbook]Positive is lightweight , but the [battery]Negative never held a charge longer than 1 hour !

The [fish soup]Positive is delicious , but the [sushi]Negative never tastes as good as before ! 
Target Domain

RESTAURANT

Source Domain

LAPTOP

Cross-Domain Review Generation
with fine-grained annotation

Figure 1: Cross-Domain Review Generation with applications to the End-to-End ABSA task, in which the goal is
to generate a target-domain review with fine-grained annotation given a labeled review in the source domain.

they can reduce the domain discrepancy by learn-
ing shared representations or re-weighting source
instances, the supervision signals for their main
task solely come from the labeled source domain;
(2) both of them are lack of interpretability, as
the shared representations or re-weighted instances
offer little transparency regarding the knowledge
transferred to the target domain.

To address the two limitations, we propose a
new domain adaptation paradigm named Cross-
Domain Review Generation (CDRG) with appli-
cations to the ABSA task. Given a labeled re-
view in the source domain, the goal is to gener-
ate a target-domain review with fine-grained an-
notation, which converts the domain-specific at-
tributes (e.g., aspects, opinions, and collocations)
to the target domain while preserving its anno-
tation and remaining contents. For example, in
Fig. 1, a labeled review from the Laptop domain
is transferred to the Restaurant domain by convert-
ing its source-specific attributes to target-specific
attributes (e.g., Macbook to fish soup, lightweight
to delicious, etc) but keeping other words and the
labels unchanged. Different from existing text gen-
eration tasks, CDRG is challenging due to a cou-
ple of reasons. First, there is no paralleled corpus
which aligns labeled source-domain reviews and
unlabeled target-domain reviews. Second, given
unparalleled corpus, it is non-trivial to achieve
alignments between the domain-specific attributes.
More importantly, the generated target review is
required to have the fine-grained annotation.

To achieve this goal, we propose a simple yet
effective two-step approach, containing a domain
generalization step and a domain specification step.
Specifically, the domain generalization step first
identifies important domain-specific attributes1,

1Domain-specific attributes can be words, phrases, syn-
tactic structures, and expression styles only occurring in the
source domain or the target domain. However, as aspect and
opinion terms are the core of ABSA, we only consider domain-
specific aspect and opinion terms in our approach.

and then mask source-specific attributes in each
source review to obtain a domain-independent re-
view. Next, given the domain-independent review
as input, the domain specification step employs a
pre-trained masked language model from the target
domain to generate a target review. In our two-step
approach, the domain-independent review serves
as a bridge to achieve word-to-word alignments in
source and target reviews, and thus the fine-grained
annotation from the source review can be directly
transferred to the target review.

We further propose two training strategies to
leverage the generated target-domain reviews for
two cross-domain ABSA tasks, including cross-
domain End-to-End ABSA (E2E-ABSA) and as-
pect extraction (AE). Experiment results on four
benchmark datasets show that only using our gen-
erated target-domain reviews, the baseline BERT
model already outperforms the state-of-the-art do-
main adaptation methods, and a joint usage of gen-
erated target reviews and labeled source reviews
can further boost the performance significantly.

Our main contributions can be summarized as
follows:

• We propose a new domain adaptation paradigm
named Cross-Domain Review Generation
(CDRG) with applications to the ABSA task,
and then devise a simple yet effective two-step
approach as a concrete realization of CDRG.

• With the help of generated target-domain re-
views, our best training strategy outperforms
the state-of-the-art method by an absolute im-
provement of 2.83% and 4.47% on Micro-F1
for cross-domain E2E-ABSA and cross-domain
AE, respectively.

• As long as a source domain has sufficient anno-
tated reviews, our two-step approach for CDRG
can generate many annotated target reviews,
which offer interpretable justification for do-
main adaptation.
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2 Related Work

As two important tasks in ABSA, aspect extrac-
tion (Liu et al., 2015; Poria et al., 2016; Wang et al.,
2016a, 2017; Li et al., 2018a; Xu et al., 2018) and
aspect-level sentiment classification (Dong et al.,
2014; Tang et al., 2016; Wang et al., 2016b; Yang
et al., 2017; Ma et al., 2017; Wang et al., 2018)
have been extensively studied in the literature. For
practical applications, a number of recent studies
handle them together in an end-to-end manner, in
which many supervised learning methods with dis-
crete linear features (Mitchell et al., 2013) and
continuous neural features (Zhang et al., 2015; Li
et al., 2019a) have been proposed. Despite obtain-
ing promising results, their main limitation lies in
the lack of annotated data in many new domains.
To address this data sparsity problem, unsupervised
domain adaptation methods are desired.

Most existing domain adaptation studies focus
on coarse-grained sentiment classification to learn
domain-invariant representations, including pivot-
based methods (Blitzer et al., 2007; Pan et al., 2010;
Yu and Jiang, 2016), auto-encoders (Chen et al.,
2012; Zhuang et al., 2015), semi-supervised meth-
ods (He et al., 2018; Ye et al., 2020), and domain
adversarial networks (Ganin et al., 2016; Li et al.,
2018b). Besides, another line of work focuses on
re-weighting source instances to automatically find
useful source samples for the target domain (Jiang
and Zhai, 2007; Mansour et al., 2008; Dredze et al.,
2010; Xia et al., 2014). Due to the challenges
in fine-grained adaptation, there exist only a few
studies for cross-domain aspect and opinion ex-
traction (Li et al., 2012; Ding et al., 2017; Wang
and Pan, 2018), or End-to-End ABSA (Li et al.,
2019b; Gong et al., 2020). However, these meth-
ods still follow the traditional domain adaptation
paradigms to either learn shared representations or
perform instance weighting. Different from these
methods, we propose to accomplish domain adap-
tation for ABSA based on Cross-Domain Review
Generation.

3 Problem Formulation

In this paper, we consider two ABSA tasks, i.e.,
End-to-End ABSA (E2E-ABSA) and Aspect Ex-
traction (AE). Following Li et al. (2019b), we for-
mulate both tasks as sequence labeling problems.
Formally, given a sequence of input tokens x =
{w1, w2, ..., wn}, its label sequence is denoted by
y = {y1, y2, ..., yn}. Let yj ∈ {B-POS, I-POS,

B-NEG, I-NEG, B-NEU, I-NEU, O} be the label
space for the E2E-ABSA task, and yj ∈ {B, I, O}
be the label space for the AE task.
Cross-Domain ABSA. We focus on the unsu-
pervised domain adaptation setting, in which la-
beled data are only available from the source do-
main. Specifically, we assume access to a set of
labeled reviews from the source domain DS =
{(xs

i ,y
s
i )}N

s

i=1, and another set of unlabeled re-
views from the target domain DU = {xu

i }N
u

i=1. The
goal is to predict the label sequence for test data in
the target domain: yt

i = ft(x
t
i), DT = {xt

i}N
t

i=1.

4 Methodology

Overview. In this work, we propose a new do-
main adaptation paradigm named Cross-Domain
Review Generation (CDRG). The goal is to trans-
form a labeled source review to a labeled target
review by converting its source-specific attributes
to target-specific attributes while retaining the re-
maining contents and its labels. To achieve this
goal, we propose a simple yet effective two-step
approach, as shown in Fig. 2. In the domain gener-
alization step, we first extract the domain-specific
attributes from the labeled source data and the un-
labeled target data. For each labeled source review,
we mask its source-specific attributes to obtain a
domain-independent review. In the domain spec-
ification step, a pre-trained BERT model is first
re-trained with masked language modeling (MLM)
on the unlabeled data from the target domain. Next,
given the domain-independent review, we employ
the target-domain MLM to generate a target re-
view. As the domain-independent review serves
as a bridge to achieve word-to-word alignments
between the source and generated target reviews,
the source labels can be directly transferred to the
target review. Finally, we propose two strategies
to leverage labeled target reviews for E2E-ABSA
and AE tasks, including independent training and
merge training.

4.1 Proposed Two-Step Approach for CDRG

Our proposed approach for CDRG consists of
two steps: (1) a domain generalization step to
convert each source-domain review to a domain-
independent review; (2) a domain specification step
to convert a domain-independent review to a target-
domain review.
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Figure 2: Overview of our two-step approach for Cross-Domain Review Generation, which contains a domain
generalization step and a domain specification step. Note that we use Double Propagation to extract all the opinion
terms together with their sentiments, and +, -, and 0 denote Positive, Negative, and Neutral sentiments, respectively.

4.1.1 Step 1: Domain Generalization
To convert each source-domain review to a domain-
independent review, we first extract the domain-
specific attributes from each domain, and then mask
the source-specific attributes in source reviews.
Domain-Specific Attribute Extraction. We de-
fine domain-specific attributes as words, phrases,
syntactic structures, and expression styles that only
occur in the source domain or the target domain.
However, it is often challenging to identify some at-
tributes such as syntactic structures and expression
styles, as most of them are implicitly expressed in
the review. More importantly, since ABSA aims
to jointly extract the aspects and sentiments, as-
pect and opinion terms tend to play more crucial
roles than the other attributes. Therefore, we only
consider domain-specific aspect terms and opinion
terms as domain-specific attributes in this paper.

To extract aspect and opinion terms from the
unlabeled target domain, we use a dependency
relation-based unsupervised method named Double
Propagation (Qiu et al., 2011). Specifically, given
the unlabeled target reviews DU , we first resort to
a sentiment lexicon2 to extract the opinion terms in
DU , and use the conj relation to expand the opinion
term list. Next, we employ these opinion terms as
seed words, and extract all the words holding the
amod and nsubj relations towards any seed word.

2https://www.cs.uic.edu/∼liub/FBS/sentiment-
analysis.html#lexicon

We then treat the extracted words as aspect terms3,
and use the nn relation to expand the aspect term
list. The above three steps can be iterated until the
aspect and opinion term lists are no longer updated.

Given the labeled source reviews DS , we can
easily obtain the aspect term list, as the aspect terms
have been annotated in each review for both E2E-
ABSA and AE tasks. For opinion terms, we also
utilize Double Propagation to expand its list.

After obtaining the aspect and opinion term
lists for each domain, we remove all the domain-
independent terms that occur in both source and tar-
get domains, and obtain the domain-specific term
lists. Let us use As and Os to denote the source-
specific aspect and opinion term lists, and At and
Ot the target-specific aspect and opinion term lists.
Domain-Independent Reviews. Given each re-
view in the source domain xs = {w1, w2, ..., wn},
if its sub-sequence is a source-specific attribute in
either As or Os, we substitute each word in the
sub-sequence with a special token [MASK] to ob-
tain a domain-independent review, denoted by xm.
For example, in Fig 2, the source-specific aspect
term windows system and opinion term dead are
replaced by two [MASK] tokens and one [MASK]
token, respectively.

3Since Double Propagation can only extract single-word
aspect terms, we further expand them to multi-word aspect
terms if their previous words have an amod or nn relation
towards them (e.g., Italianamod−→food, fish nn−→soup, etc).
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4.1.2 Step 2: Domain Specification
The domain specification step is responsible for
incorporating target-specific attributes into each
domain-independent review xm. In our work, we
propose to transform it as a text infilling problem.
To address this, we pre-train a Transformer network
with the masked language modeling (MLM; Devlin
et al. (2019)) task on unlabeled data in the target
domain, followed by predicting a target-specific
word for each masked token in xm.
Target-Domain MLM. Since the size of the un-
labeled target-domain data DU is typically small,
we adopt a pre-trained BERT model (Devlin et al.,
2019) and re-train the BERT model with MLM
on DU . Specifically, we create training instances
by randomly replacing a subset of tokens with
[MASK] in each unlabeled review xu, and the ob-
jective is to recover the masked tokens based on
the hidden states from BERT.

With the target-domain MLM (TD-MLM), we
can infill each masked position in xm based on
their context. Let us use M = {m1,m2, ...,mK}
to denote the indexes of the masked tokens in xm,
where K refers to the number of masked tokens.
The predicted word for the j-th masked token can
be computed as follows:

p(wmj |x
m) = TD-MLM(wmj |x

m);

omj = argmax
wmj

p(wmj |x
m), wmj ∈ V, (1)

where V denotes the whole vocabulary, and omj is
the output word with the highest probability.

However, the TD-MLM suffers from two major
limitations: (1) the predicted token with the high-
est probability in Eqn. (1) may not be an aspect
term or an opinion term; (2) each masked token is
predicted independently, and thus it is possible that
the predicted tokens for two consecutive masked
positions are not coherent.
Target-Specific Aspect Constraint. To tackle
these two limitations, we first propose to utilize
the target-specific aspect terms (i.e., At) extracted
in Section 4.1.1 as vocabulary constraints to limit
the prediction space of each masked aspect term.

Specifically, if the masked aspect term corre-
sponds to a single-word term in the source review
(e.g., keyboard), the word selection in Eqn. (1) can
be modified as follows:

omj = argmax
wmj

p(wmj |x
m), wmj ∈ A1

t , (2)

where A1
t refers to the sets of single-word aspect

terms in At. Otherwise, if the masked aspect term

corresponds to a multi-word term, we compute the
joint word probabilities of each multi-word term in
At followed by re-ranking them. Let us use k to
denote the number of consecutive masked tokens,
and mj:j+k to denote the span of the masked aspect
term. The word selection for k consecutive masked
tokens can thus be computed as follows:

p(wmj:j+k |x
m) =

j+k−1∏
i=j

p(wmi |x
m);

omj:j+k = argmax
wmj:j+k

p(wmj:j+k |x
m), (3)

where wmj:j+k
∈ Ak

t , and Ak
t refers to the sets of

k-word aspect terms in At.
Target-Specific Opinion Constraint. For each
masked opinion term, it is important to keep the
sentiment consistency when predicting its corre-
sponding target-specific opinion term.

To achieve this, we resort to the Double Prop-
agation algorithm, which relies on the sentiment
lexicon to assign sentiment (i.e., Positive, Negative,
and Neutral) to each aspect term and opinion term
in a bootstrapping manner. Based on the output,
we obtain the sentiment of all the source-specific
and target-specific opinion terms (i.e., Os and Ot)
extracted in Section 4.1.1.

Next, we look up the sentiment of the masked
source-specific opinion term, and then utilize all
the target-specific opinion terms with the same sen-
timent in Ot as vocabulary constraints in Eqn. (2)
and Eqn. (3) to generate the target-specific opin-
ion terms. For example, in Fig 2, since dead is a
source-specific negative opinion term, we use all
the single-word target-specific opinion terms with
the negative sentiment as vocabulary constraints in
Eqn. (2) to generate the opinion term tasteless.
Generated Target-Domain Reviews. Based on
Eqn. (2) and Eqn. (3), we can infill the masked po-
sitions in each domain-independent review xm, and
obtain the generated target-domain review, denoted
by xg. It is worth noting that if a source-domain
review xs does not contain any source-specific at-
tributes, its generated target-domain review xg will
be the same as xs.

With the domain-independent review xm, our
two-step approach essentially achieves word-to-
word alignments between xs and xg. Therefore,
we can directly employ the sequence label of xs as
the fine-grained annotation of xg. Fig. 2 shows a
label transferring example for the E2E-ABSA task.

Formally, we use DG = {(xg
i ,y

s
i )}N

s

i=1 to denote
the set of the generated target-domain reviews.
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Dataset Domain Sentences Training Testing

L Laptop 3845 3045 800
R Restaurant 6035 3877 2158
D Device 3836 2557 1279
S Service 2239 1492 747

Table 1: Basic statistics of our datasets.

4.2 Post-Generation Training for Main Tasks

After obtaining the set of generated target-domain
reviews DG, we further propose two strategies to
leverage them to train effective E2E-ABSA and AE
models for the target domain as follows.
Independent Training. An intuitive strategy is to
solely treat DG as training instances, and directly
train a sequence labeling model over them. Follow-
ing Gong et al. (2020), we adopt the pre-trained
BERT model as the text encoder, followed by fune-
tuning it on DG.
Merge Training. Since the qualities of the gen-
erated target-domain reviews rely on the target-
domain MLM as well as the aspect and opinion
terms extracted by Double Propagation, it is in-
evitable that DG contains a number of aspect and
opinion terms with incorrect annotations. There-
fore, we propose to merge the labeled source re-
views DS with DG as the training instances, which
may alleviate the annotation noise in DG. Similar
to Independent Training, a BERT-based sequence
labeling model is trained over the merged corpus
DS ∪DG.

5 Experiment

5.1 Experiment Settings

Datasets. We use four benchmark datasets includ-
ing Laptop (L), Restaurant (R), Device (D), and
Service (S) for experiments. L is from SemEval-
2014 ABSA challenge (Pontiki et al., 2014), con-
taining user reviews from the laptop domain. R
refers to a combination of the restaurant datasets
from SemEval ABSA challenge 2014, 2015, and
2016 (Pontiki et al., 2014, 2015, 2016). D is the
union set of all the digital device reviews collected
by Toprak et al. (2010). S contains reviews from
web services, which is introduced by Hu and Liu
(2004). The basic statistics are shown in Table 1.
Settings. We carry out experiments on 10 transfer
pairs with the four domains above. Following pre-
vious work (Li et al., 2019b; Gong et al., 2020),
we remove D→L and L→D, as the two domains
are very similar. For each transfer pair, the training

data is a combination of the labeled training data
in the source domain and the unlabeled training
data in the target domain. We report the evaluation
results on the test data from the target domain. For
fair comparison with previous work, we use the
Micro-F1 score with the exact match as the evalua-
tion metric, which means that the predicted labels
can be counted as correct only if they are exactly
matched with the golden labels.

5.2 Compared Systems & Hyperparameters
To show the effectiveness of our Cross-Domain
Review Generation (CDRG)-based methods, we
consider the following compared systems:

• DP (Qiu et al., 2011): the unsupervised Double
Propagation method detailed in Section 4.1.1.

• Hier-Joint (Ding et al., 2017): An LSTM-based
domain adaptation method with syntactic rule-
based auxiliary tasks for cross-domain AE.

• RNSCN (Wang and Pan, 2018): A recursive
neural structural correspondence network based
on syntactic structures and auto-encoders.

• AD-SAL (Li et al., 2019b): A Selective Adver-
sarial Learning method to achieve local seman-
tic alignments for fine-grained domain adapta-
tion.

• BERTB and BERTE: directly fine-tuning two
versions of pre-trained encoders on the la-
beled source domain. BERTB is the uncased
BERTbase model from Devlin et al. (2019), and
BERTE is another uncased BERTbase model
from Xu et al. (2019), which is pre-trained on
E-commerce reviews from the Amazon Elec-
tronics dataset (He and McAuley, 2016) and
the Yelp Challenge.

• BERTB-UDA and BERTE-UDA (Gong et al.,
2020): our recent unified feature and instance-
based domain adaptation method based on
BERTB and BERTE, respectively.

Besides, we consider the following variants of our
CDRG-based domain adaptation methods:

• BERTB-CDRG-X: re-training BERTB with the
MLM task to obtain the Target-Domain MLM
in Section 4.1.2, and employing BERTB as the
base model for the two training strategies in
Section 4.2. Here X can be independent train-
ing and merge training.

• BERTE-CDRG-X: replacing the BERTB model
in BERTB-CDRG-X with BERTE.
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Methods S→R L→R D→R R→S L→S D→S R→L S→L R→D S→D Average

DP (Qiu et al., 2011) 34.47 34.47 34.47 18.31 18.31 18.31 16.63 16.63 19.03 19.03 22.97
Hier-Joint (Ding et al., 2017) 31.10 33.54 32.87 15.56 13.90 19.04 20.72 22.65 24.53 23.24 23.72
RNSCN (Wang and Pan, 2018) 33.21 35.65 34.60 20.04 16.59 20.03 26.63 18.87 33.26 22.00 26.09
AD-SAL (Li et al., 2019b) 41.03 43.04 41.01 28.01 27.20 26.62 34.13 27.04 35.44 33.56 33.71

BERTB 44.66 40.38 40.32 19.48 25.78 30.31 31.44 30.47 27.55 33.96 32.44
BERTB-UDA (Gong et al., 2020) 47.09 45.46 42.68 33.12 27.89 28.03 33.68 34.77 34.93 32.10 35.98
BERTB-CDRG-Indep Training 44.46 44.96 39.42 34.10 33.97 31.08 33.59 26.81 25.25 29.06 34.27
BERTB-CDRG-Merge Training 47.92 49.79 47.64 35.14 38.14 37.22 38.68 33.69 27.46 34.08 38.98

BERTE 51.34 45.40 42.62 24.44 23.28 28.18 39.72 35.04 33.22 33.22 35.65
BERTE-UDA (Gong et al., 2020) 53.97 49.52 51.84 30.67 27.78 34.41 43.95 35.76 40.35 38.05 40.63
BERTE-CDRG-Indep Training 51.01 54.56 54.33 42.52 39.28 36.98 40.23 33.41 30.56 32.05 41.49
BERTE-CDRG-Merge Training 53.09 57.96 54.39 40.85 42.96 38.83 45.66 35.06 31.62 34.22 43.46

Table 2: Comparison results of different methods for Cross-Domain End-to-End ABSA based on Micro-F1.

Methods S→R L→R D→R R→S L→S D→S R→L S→L R→D S→D Average

DP (Qiu et al., 2011) 37.63 37.63 37.63 19.74 19.74 19.74 19.79 19.79 21.82 21.82 25.53
Hier-Joint (Ding et al., 2017) 46.39 48.61 42.96 27.18 25.22 29.28 34.11 33.02 34.81 35.00 35.66
RNSCN (Wang and Pan, 2018) 48.89 52.19 50.39 30.41 31.21 35.50 47.23 34.03 46.16 32.41 40.84
AD-SAL (Li et al., 2019b) 52.05 56.12 51.55 39.02 38.26 36.11 45.01 35.99 43.76 41.21 43.91

BERTB 54.29 46.74 44.63 22.31 30.66 33.33 37.02 36.88 32.03 38.06 37.60
BERTB-UDA (Gong et al., 2020) 56.08 51.91 50.54 34.62 32.49 34.52 46.87 43.98 40.34 38.36 42.97
BERTB-CDRG-Indep Training 53.79 55.13 50.07 41.74 44.14 37.1 40.18 33.22 30.78 34.97 42.11
BERTB-CDRG-Merge Training 56.26 60.03 52.71 42.36 47.08 41.85 46.65 39.51 32.60 36.97 45.60

BERTE 57.56 50.42 45.71 26.50 25.96 30.40 44.18 41.78 35.98 35.13 39.36
BERTE-UDA (Gong et al., 2020) 59.07 55.24 56.40 34.21 30.68 38.25 54.00 44.25 42.40 40.83 45.53
BERTE-CDRG-Indep Training 58.75 65.81 59.61 50.68 51.25 40.17 49.17 41.61 33.34 36.97 48.74
BERTE-CDRG-Merge Training 59.17 68.62 58.85 47.61 54.29 42.20 55.56 41.77 35.43 36.53 50.00

Table 3: Comparison results of different methods for Cross-Domain Aspect Extraction based on Micro-F1.

For re-training the MLM task in our two-step
approach for CDRG, we employ the Adam opti-
mizer (Kingma and Ba, 2014) with a batch size of
32 and a learning rate of 3e-5. For the two training
strategies in Section 4.2, we also adopt the Adam
optimizer, in which the learning rate, the dropout
rate and the batch size are set to 5e-5, 0.1, 32 af-
ter a grid search over the combinations of [2e-5,
8e-5], [0.1, 0.3] and {16, 32, 64}. These hyper-
parameters are tuned on 10% randomly held-out
training data from the source domain. All the ex-
periments are run on a Nvidia GTX 1080 Ti GPU.

5.3 Main Results for Cross-Domain ABSA

We report the comparison results on the cross-
domain E2E-ABSA task in Table 2, and make
the following observations: (1) Comparing Indep
Training with all the baseline methods, we can
see that solely fine-tuning BERTE on our gener-
ated target-domain reviews can already outperform
all the existing domain adaptation approaches on
average, including our recent unified feature and
instance-based adaptation (UDA) method. This
demonstrates the usefulness of our CDRG-based
approach. (2) By merging the generated target-
domain reviews with the labeled source reviews,
our Merge Training strategy further boosts the aver-
age performance of Indep Training, which outper-

forms the state-of-the-art UDA approach by an ab-
solute improvement of 3.00% and 2.83% based on
BERTB and BERTE respectively. All these obser-
vations verify the superiority of our CDRG-based
approach over the previous feature and instance-
based adaptation methods.

Similar to the results on cross-domain E2E-
ABSA, Table 3 shows that our Indep Training strat-
egy obtains indistinguishable performance com-
pared with the state-of-the-art method UDA based
on BERTB, and achieves significantly better perfor-
mance than UDA based on BERTE. Moreover, our
Merge Training strategy can consistently achieve
the best average performance on the cross-domain
AE task, which outperforms UDA by an abso-
lute improvement of 2.63% and 4.47% based on
BERTB and BERTE respectively. This demon-
strates the general effectiveness of our CDRG-
based domain adaptation methods.

5.4 Ablation Study of Our Two-Step
Approach for CDRG

To investigate the effectiveness of our two-step ap-
proach for CDRG, we conduct the ablation study
of our target-domain masked language model with
constraints (TD-MLM-C) approach, and consider
the following variants: (1) BERTE: The pre-trained
BERTE model without re-training MLM on the un-
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Source Domain: Laptop→Target Domain: Restaurant

Source Review 1. The [screen graphics]P and [clarity]P, and [sharp ##ness]P are great. 2. The [battery life]P is great.

Target Review from BERTE The [laptop,]7
P and [sound]7

P , and [the ##s]7
P are great. The [touch screen]7

P is great.
Target Review from TD-MLM The [food,]7

P and [service]7
P , and [the prices]7

P are great. The [su here]7
P is great.

Target Review from TD-MLM-C The [pizza ##s]3
P and [atmosphere]3

P , and [service staff]3
P are great. The [su ##shi]3

P is great.

Source Domain: Restaurant→ Target Domain: Laptop

Source Review 3. The [food]P is [flavor ##ful], [pl ##ent ##iful] and reasonably priced. 4. [Pizza]P is terrific, as is [homemade pasta]P.

Target Review from BERTE The [food]7
P is [flavor ##ful]7, [st ##ten ,]7 and reasonably priced. [It]7

P is terrific, as is [the price]7
P .

Target Review from TD-MLM The [keyboard]3
P is [joy ##ful]3, [easy ##yl ,]7 and reasonably priced. [It]7

P is terrific, as is [the screen]7
P .

Target Review from TD-MLM-C The [keyboard]3
P is [joy ##ful]3, [st ##yl ##ish]3 and reasonably priced. [Speed]3

P is terrific, as is [windows os]3
P .

Table 4: Example target-domain reviews generated from BERTE, TD-MLM, and TD-MLM-C. 3 and 7 indicate
that the generated target-specific attributes are correct or incorrect. P and N denote the positive and negative
sentiment. The blue and red colors refer to the domain-specific aspect terms and opinion terms, respectively. ##
denotes that the original word is split into several sub-tokens by the tokenizer of BERT.

Src&Tgt BERTE&Tgt TD-MLM&Tgt TD-MLM-C&Tgt

S→R 0.3496 0.2411 0.1621 0.1477
L→R 0.3155 0.2978 0.2456 0.2072
D→R 0.3504 0.3178 0.2109 0.1650
R→S 0.3330 0.2977 0.2516 0.1654
L→S 0.1966 0.1945 0.1742 0.1518
D→S 0.1804 0.1628 0.1167 0.0941
R→L 0.3135 0.2563 0.1589 0.1080
S→L 0.2767 0.1652 0.1554 0.1763
R→D 0.3476 0.2954 0.2026 0.1433
S→D 0.1765 0.0929 0.0727 0.0788

Average 0.2840 0.2322 0.1751 0.1438

Table 5: Maximum Mean Discrepancy (lower is better)
between the target-domain test set and the review set
generated from BERTE, TD-MLM, and TD-MLM-C.

labeled target data; (2) TD-MLM: re-training the
BERTE model with MLM on the unlabeled tar-
get data; (3) TD-MLM-C: adding target-specific
attribute constraints into TD-MLM, as introduced
in Section 4.1.2.

First, we propose to verify the closeness between
the generated target-domain review set and the real
test set from the target domain. Specifically, we em-
ploy BERTE to obtain the sentence representation
of each review in the two sets, and then compute
the distance between the two sets with Maximum
Mean Discrepancy (Gretton et al., 2012). Based
on the results in Table 5, we can observe that all
the three methods can consistently reduce the dis-
crepancy between source and target domains. This
shows our two-step approach is generally useful for
domain adaptation. Moreover, it is clear that the
distance between the review set from TD-MLM-C
and the test set is the smallest, which implies the
distribution of its generated reviews is closest to
the distribution of the target domain.

Second, we further treat the generated reviews as
training instances for our Indep Training strategy,

Cross-Domain E2E-ABSA Cross-Domain AE

BERTE TD-MLM TD-MLM-C BERTE TD-MLM TD-MLM-C

S→R 46.42 47.32 51.01 53.04 52.87 58.75
L→R 52.40 55.03 54.56 59.22 62.57 65.81
D→R 44.90 50.43 54.33 48.88 54.21 59.61
R→S 22.24 34.67 42.52 24.58 39.41 50.68
L→S 23.98 35.84 39.28 26.31 41.87 51.25
D→S 22.79 31.44 36.98 25.09 34.00 40.17
R→L 33.89 39.21 40.23 39.73 48.49 49.17
S→L 29.88 30.78 33.41 34.61 35.64 41.61
R→D 30.32 29.36 30.56 32.91 32.80 33.34
S→D 25.67 26.69 32.05 28.07 28.68 36.97

Average 33.25 38.07 41.49 37.24 43.05 48.74

Table 6: Comparison results of using the labeled re-
views generated from different methods as training in-
stances for our Independent Training strategy.

and compare their results on the cross-domain E2E-
ABSA and AE tasks. From the results in Table 6,
we can see that using the reviews from TD-MLM-C
consistently achieves the best results, and outper-
forms the other methods with a significant margin.

5.5 Manual Evaluation on Generated
Target-Domain Reviews

Since there is no ground-truth target review for
each source review, we randomly select 200 source
reviews from L→R and R→L transfer pairs, and
manually evaluate the generated reviews in terms of
coherence, label correctness, and domain-specific
criteria. Based on our manual evaluation, we ob-
serve that our TD-MLM-C approach generates bet-
ter target reviews than its two ablation systems for
152 source reviews; for the remaining 48 source
reviews, we cannot determine the winning method,
as all the three methods generate meaningful or
unmeaningful target-domain reviews.

Table 4 shows four representative examples. We
can find that BERTE is generally insensitive to the
target domain, which may still generate source-
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specific terms (e.g., touch screen in S2 and flavorful
in S3). TD-MLM can produce better reviews, as it
tends to convert source-specific terms to the target
domain. However, it still suffers from generating
non-aspect or non-opinion terms (e.g., the prices
in S1 and It in S4). In contrast, with the vocabulary
constraints, TD-MLM-C can successfully convert
all the source-specific attributes to target-specific
attributes in the four cases.

All these observations verify the importance of
TD-MLM and vocabulary constraints in our two-
step approach for cross-domain review generation.

6 Conclusion

In this paper, we propose a new domain adaptation
paradigm named Cross-Domain Review Genera-
tion (CDRG) with applications to the ABSA task.
Specifically, we first propose a two-step approach
to generate labeled target-domain reviews based
on labeled source-domain reviews for CDRG, and
then propose two training strategies to leverage
the generated reviews for two cross-domain ABSA
tasks. Experiments on four benchmark datasets
demonstrate that our CDRG-based approaches sig-
nificantly outperform existing methods for cross-
domain E2E-ABSA and cross-domain AE tasks.
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