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Abstract

Fully non-autoregressive neural machine trans-
lation (NAT) simultaneously predicts tokens
with single forward of neural networks, which
significantly reduces the inference latency at
the expense of quality drop compared to the
Transformer baseline. In this work, we target
on closing the performance gap while main-
taining the latency advantage. We first inspect
the fundamental issues of fully NAT models,
and adopt dependency reduction in the learn-
ing space of output tokens as the primary guid-
ance. Then, we revisit methods in four dif-
ferent aspects that have been proven effective
for improving NAT models, and carefully com-
bine these techniques with necessary modifi-
cations. Our extensive experiments on three
translation benchmarks show that the proposed
system achieves the state-of-the-art results for
fully NAT models, and obtains comparable
performance with the autoregressive and itera-
tive NAT systems. For instance, one of the pro-
posed models achieves 27.49 BLEU points
on WMT14 En-De with 16.5× speed-up com-
pared to similar sized autoregressive baseline
under the same inference condition. The im-
plementation of our model is available here1.

1 Introduction

State-of-the-art neural machine translation (NMT)
systems are based on autoregressive models (Bah-
danau et al., 2015; Vaswani et al., 2017) where each
generation step depends on the previously gener-
ated tokens. This sequential nature inevitably leads
to inherent latency at inference time. On the other
hand, non-autoregressive neural machine transla-
tion models (NAT, Gu et al., 2018a) attempt to
generate output sequences in parallel to speed-up

∗ Equal contribution.
1https://github.com/pytorch/fairseq/

tree/master/examples/nonautoregressive_
translation

Figure 1: The translation quality v.s. inference speed-
up on WMT’14 En→De test set. The upper right corner
achieves the best trade-off.

the decoding process. The incorrect independence
assumption nevertheless prevents NAT models to
properly learn the dependency between target to-
kens in real data distribution, resulting in poorer
performance compared to autoregressive (AT) mod-
els. One popular solution to improve the NAT trans-
lation accuracy is to sacrifice the speed-up by incor-
porating an iterative refinement process, through
which the model explicitly learns the conditional
distribution over partially observed reference to-
kens (Ghazvininejad et al., 2019; Gu et al., 2019).
However, recent studies (Kasai et al., 2020b) indi-
cated that iterative NAT models seem to lose the
speed advantage compared to AT models with care-
ful tuning of the layer allocation. For instance, an
AT model with deep encoder and shallow decoder
obtains similar latency as iterative NAT models
without hurting the translation accuracy.

Therefore, how to build a competitive fully NAT
model without iterative refinements calls for more
exploration. Several works (Ghazvininejad et al.,
2020a; Saharia et al., 2020; Qian et al., 2020) have
recently been proposed to improve the training of
NAT, though the performance gap compared to the
iterative ones remains. In this work, we first ar-

https://github.com/pytorch/fairseq/tree/master/examples/nonautoregressive_translation
https://github.com/pytorch/fairseq/tree/master/examples/nonautoregressive_translation
https://github.com/pytorch/fairseq/tree/master/examples/nonautoregressive_translation
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gue that the key to successfully training a fully
NAT model is to perform dependency reduction
in the learning space of output tokens (§ 2) from
all aspects. With this guidance, we revisit various
methods which are able to reduce the dependen-
cies among target tokens as much as possible in-
cluding four different perspectives, i.e., training
corpus (§ 3.1), model architecture (§ 3.2), training
objective (§ 3.3) and learning strategy (§ 3.4). The
performance gap can not be near closed unless we
combine these techniques’ advantages.

We validate the proposed fully NAT model on
standard translation benchmarks including 5 trans-
lation directions where our system achieves new
state-of-the-art results for fully NAT models on all
directions. We also demonstrate the quality-speed
trade-off comparing with AT and recent iterative
NAT models in Figure 1. Moreover, compared
to the Transformer baseline, our model achieves
16.5× inference speed-up under the same soft-
ware/hardware conditions while maintaining com-
parable translation quality.

2 Motivation

Given an input sequence x = x1 . . . xT ′ , an autore-
gressive model (Bahdanau et al., 2015; Vaswani
et al., 2017) predicts the target y = y1 . . . yT se-
quentially based on the conditional distribution
p(yt|y<t, x1:T ′ ; θ), which tends to suffer from high
latency in generation especially for long sequences.
In contrast, non-autoregressive machine transla-
tion (NAT, Gu et al., 2018a), proposed for speeding-
up the inference by generating all the tokens in par-
allel, has recently been on trend due to its nature of
parallelizable on devices such as GPUs and TPUs.
A typical NAT system assumes a conditional inde-
pendence in the output token space, that is

log pθ(y|x) =
T∑
t=1

log pθ(yt|x1:T ′) (1)

where θ is the parameters of the model. Typically,
NAT models are modeled with Transformer with-
out causal attention map in the decoder side. As
noted in Gu et al. (2018a), the independence as-
sumption, however, generally does not hold in real
data distribution for sequence generation tasks such
as machine translation (Ren et al., 2020), where
the failure of capturing such dependency between
target tokens leads to a serious performance degra-
dation in NAT. This is a fairly understandable but
fundamental issue of NAT modeling which can

Figure 2: Toy example shows that NAT fails to learn
when dependency exists in output space.

be easily shown with a toy example in Figure 2.
Given a simple corpus with only two examples:
AB and BA, each of which has 50% chances to ap-
pear. It is designed to represent the dependency
that symbol A and B should co-occur. Although
such simple distribution can be instantly captured
by any autoregressive model, learning the vanilla
NAT model with maximum likelihood estimation
(MLE, Eq. (1)) assigns probability mess to incor-
rect outputs (AA, BB) even these samples never
appear during training. In practice, the dependency
in real translation corpus is much more compli-
cated. As shown in Figure 1, despite the inference
speed-up, the vanilla NAT leads to a quality drop
over 10 BLEU points.

To ease the modeling difficulty, recent state-of-
the-art NAT systems (Lee et al., 2018; Stern et al.,
2019; Ghazvininejad et al., 2019; Gu et al., 2019;
Kasai et al., 2020a; Shu et al., 2020; Saharia et al.,
2020) trade accuracy with latency by incorporating
iterative refinement in non-autoregressive predic-
tion. For instance, Gu et al. (2019) learns to trans-
late by editing (deletion, insertion) on previously
generated sequence iteratively. Although iterative
NAT models have already achieved comparable or
even better performance than the autoregressive
counterpart, Kasai et al. (2020b) showed AT mod-
els with a deep encoder and a shallow decoder can
readily outperform strong iterative models with
similar latency, indicating that the latency advan-
tage of iterative NAT has been overestimated.

By contrast, while maintaining a clear speed ad-
vantage, fully NAT system – model makes parallel
predictions with single neural network forward –
still lags behind in translation quality and has not
been fully explored in literature (Libovický and
Helcl, 2018; Li et al., 2018; Sun et al., 2019; Ma
et al., 2019; Ghazvininejad et al., 2020a). This
motivates us in this work to investigate various ap-
proaches to push the limits of learning a fully NAT
model towards autoregressive models regardless of
the architecture choices (Kasai et al., 2020b).
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Figure 3: The overall framework of our fully NAT model.

3 Methods

In this section, we discuss several essential ingredi-
ents to train a fully NAT model. As discussed in § 2,
we argue that the guiding principle of designing
any NAT models is to perform dependency reduc-
tion as much as possible in the output space so that
it can be captured by the NAT model. For example,
iterative-based models (Ghazvininejad et al., 2019)
explicitly reduce the dependencies between output
tokens by learning the conditional distribution over
the observed reference tokens. The overall frame-
work of training our fully NAT system is presented
in Figure 3. We also summarize the pros/cons for
each proposed method in Table 1 for reference.

3.1 Data: Knowledge Distillation

The most effective dependency reduction technique
is knowledge distillation (KD) (Hinton et al., 2015;
Kim and Rush, 2016) which is firstly proposed to
improve NAT in Gu et al. (2018a) and has been
widely employed for all subsequent NAT models.
The original target samples are replaced with sen-
tences generated from a pre-trained autoregressive
model. As analyzed in Zhou et al. (2020), KD is
able to simplify the training data where the gen-
erated targets have less noise and are aligned to
the inputs more deterministically. Also, it showed
that the capacity of the teacher model should be
constrained to match the desired NAT model to
avoid further degradation, especially for weak NAT
students without iterative refinement.

3.2 Model: Latent Variables

Different from iterative NAT, dependency reduc-
tion can be done with (nearly) zero additional cost
at inference by adding latent variables to the model.
In such case, output tokens y1:T are modeled con-
ditionally independent over the latent variables z

which are predicted from the prior distribution:

log pθ(y|x) = log

∫
z
pθ(z|x)pθ(y|z,x)dz (2)

z can be either extracted by a fixed external library
(e.g. fertility in Gu et al. (2018a)), or jointly opti-
mized with the NAT model using variational auto-
encoders (VAEs) (Kaiser et al., 2018; Shu et al.,
2020) or normalizing flow (Ma et al., 2019).

In this work, we followed the formulation pro-
posed in Shu et al. (2020) where continuous latent
variables z ∈ RT ′×D are modeled as spherical
Gaussian at the encoder output of each position.
Like typical VAEs (Kingma and Welling, 2013),
the model is trained by maximizing the evidence
lower-bound (ELBO) with a posterior network qφ:

E
z∼qφ

[log pθ(y|z,x)]︸ ︷︷ ︸
likelihood

−DKL(qφ(z|x,y)‖pθ(z|x))

(3)
where DKL is the Kullback–Leibler divergence be-
tween the prior and posterior. In this work, we
use a Transformer to encode qφ(z|x,y). Only the
embedding layers are shared between θ and φ

3.3 Loss Function: Latent Alignments
Standard NMT models are trained with the cross
entropy (CE) loss which compares the model’s out-
put with target tokens at each corresponded posi-
tion. However, as NAT ignores the dependency in
the output space, it is almost impossible for such
models to model token offset accurately. For in-
stance, while with little effect to the meaning, sim-
ply changing “Vielen Dank !” to “, Vielen Dank”
causes a huge penalty for fully NAT models.

To ease such limitation, recent works proposed
to consider the latent alignments between the tar-
get positions, and optimize (Ghazvininejad et al.,
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Methods Distillation Latent Variables Latent Alignments Glancing Targets

What it can do? simplifying the training
data

model any types of de-
pendency in theory

handling token shifts in
the output space

ease the difficulty of
learning hard examples

What it cannot? uncertainty exists in the
teacher model

constrained by the mod-
eling power of the used
latent variables

unable to model non-
monotonic dependency,
e.g. reordering

training / testing phase
mismatch

Potential issues sub-optimal due to the
teacher’s capacity

difficult to train; poste-
rior collapse

decoder inputs must be
longer than targets

difficult to find the op-
timal masking ratio

Table 1: Comparison between the proposed techniques for improving fully NAT models.

2020a), or marginalize all alignments (Libovický
and Helcl, 2018; Saharia et al., 2020). As a spe-
cial form of latent variables in loss computation,
latent alignments can be easily computed through
dynamic programming. The dependency is reduced
because the NAT model is able to freely choose the
best prediction regardless of the target offsets. In
this work, we put our primary focus on Connection-
ist Temporal Classification (CTC) (Graves et al.,
2006) as the latent alignments, considering its su-
perior performance and the flexibility of variable
length prediction. Formally, CTC is capable of effi-
ciently finding all valid aligned sequences a which
the target y can be recovered from, and marginalize
log-likelihood:

log pθ(y|x) = log
∑
a∈Γ(y)

pθ(a|x) (4)

where Γ−1(a) is the collapse function that recov-
ers the target sequence by collapsing consecutive
repeated tokens, and then removing all blank to-
kens. Also, it is straightforward to apply the same
CTC loss into the VAE models (§ 3.2) by replacing
the likelihood term in Eq (3) with the CTC loss.
Because of the strong assumptions of monotonic
alignment, it is impossible to reduce all dependen-
cies between target tokens in real distribution.

3.4 Learning: Glancing Targets
Ghazvininejad et al. (2019) showed that it im-
proved test time performance by glancing the ref-
erence tokens when training NAT models. That is,
instead of log pθ(y|x), we optimize log pθ(y|m�
y,x),m ∼ γ(l,y), l ∼ U|y|, where m is the
mask, and γ is the sampling function given the
number of masked tokens l. As mentioned earlier,
we suspect such explicit modeling of the distri-
bution conditional to unmasked tokens assists the
dependency reduction in the output space.

Naively applying random masks for every train-
ing example may cause severe mismatch between
training and testing. To migrate this, Qian et al.

(2020) proposed GLAT – a curriculum learning
strategy, in which the ratio of glanced target tokens
is proportional to the translation error of the fully
NAT model. More precisely, instead of sampling
uniformly, we sample l by:

l ∼ g(fratio · D(ŷ,y)) (5)

where ŷ = arg maxy log pθ(y|x), D is the dis-
crepancy between the model prediction and the
target sequence, e.g. Levenshtein distance (Leven-
shtein, 1966), and fratio is a hyperparameter to ad-
just the mask ratio. The original formulation (Qian
et al., 2020) utilized a deterministic mapping (g),
while we use a Poisson distribution to sample a
wider range of lengths including “no glancing”.

The original GLAT (Qian et al., 2020) assumes
to work with golden length so that it can glance
at the target by placing the target word embedding
to the corresponded inputs, which is incompatible
with CTC as we always require the inputs longer
than the targets. To enable GLAT training, we
glance at target tokens from the viterbi aligned to-
kens a∗ = arg maxa∈Γ(y) log pθ(a|x) which has
the same length as the decoder inputs. Intuitively,
a poorly trained model will glance at many tar-
get tokens. When the model becomes better and
generates higher quality sequences, the number of
masked words will be larger, which helps the model
gradually learn generating the whole sentence.

4 Experiments

We perform extensive experiments on three chal-
lenging translation datasets by combining all men-
tioned techniques to check (1) whether the pro-
posed aspects for dependency reduction are com-
plementary; (2) how much we can minimize the
gap between a fully non-autoregressive model with
the autoregressive counterpart.

4.1 Experimental Setup
Dataset and Preprocessing We validate our pro-
posed models on three standard translation bench-
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marks with variant sizes, i.e., WMT14 English
(EN)↔ German (DE) (4.0M pairs), WMT16 En-
glish (EN) ↔ Romanian (RO) (610k pairs) and
WMT20 Japanese (JA)→ English (EN) (13M pairs
after filtering). For EN↔DE and EN↔RO, we
apply the same prepossessing steps and learn sub-
words as mentioned in prior work (EN↔DE: Zhou
et al., 2020, EN↔RO: Lee et al., 2018). For
JA→EN, the original data (16M pairs) is first fil-
tered with Bicleaner (Sánchez-Cartagena et al.) 2

and we apply SentencePiece (Kudo and Richard-
son, 2018) to generate 32,000 subwords.

Knowledge Distillation Following previous ef-
forts, we also train the NAT models on distilled
data generated from pre-trained transformer models
(base for WMT14 EN↔DE and WMT16 EN↔RO
and big for WMT20 JA→EN) using beam search
with a beam size 5 and length penalty 1.0.

Decoding At inference time, the most straight-
forward way is to generate the sequence with the
highest probability at each position. The outputs
from the CTC-based NAT models require an ad-
ditional collapse process Γ−1 which can be done
instantly. A relatively more accurate method is
to decode multiple sequences, and rescore them
to obtain the best candidate in parallel, i.e. noisy
parallel decoding (NPD, Gu et al., 2018a). Fur-
thermore, CTC-based models are also capable of
decoding sequences using beam-search (Libovický
and Helcl, 2018), and optionally combined with
n-gram language models (Heafield, 2011; Kasner
et al., 2020). More precisely, we search in a beam
to approximately find the optimal y∗ that maxi-
mizes:

log pθ(y|x) + α · log pLM(y) + β log |y| (6)

where α and β are hyperparameters for language
model scores and word insertion bonus. In prin-
ciple, it is no longer non-autoregressive as beam-
search is a sequential process by nature. However,
it does not contain any neural network computa-
tions and can be implemented efficiently in C++ 3.

Baselines We adopt Transformer (AT) and exist-
ing NAT approaches (see Table 2) for comparison.
For AT, except for the standard base and big archi-
tectures (Vaswani et al., 2017), we also compare
with a deep encoder, shallow decoder Transformer

2https://github.com/bitextor/bicleaner
3https://github.com/parlance/ctcdecode

suggested in Kasai et al. (2020b) that follows the
model dimensions of base with 12 encoder layers
and 1 decoder layer (i.e. base (12-1) for short).

Evaluation BLEU (Papineni et al., 2002) is used
to evaluate the translation performance for all mod-
els. Following prior works, we compute tokenized
BLEUs for EN↔DE and EN↔RO, while using
SacreBLEU (Post, 2018) for JA→EN. In this work,
we use three measures to fully investigate the trans-
lation latency of all the models:

• LGPU
1 : translation latency by running the model

with one sentence/batch on single GPU, aligning
applications like instantaneous translation.

• LCPU
1 : the same asLGPU

1 while running the model
without GPU speed-up. Compared to LGPU

1 , it
is less friendly to NAT models that make use of
parallelism, however, closer to real scenarios.

• LGPU
max: the same as LGPU

1 on GPU while running
the model in a batch with as many sentences
as possible. In this case, the hardware memory
bandwidth are taken into account.

We measure the wall-clock time for translating the
whole test set, and report the averaged time over
sentences as the latency measure. For more imple-
mentation details, please refer to Appendix A.

4.2 Results
WMT’14 EN↔DE & WMT’16 EN↔RO We
report the performance of our fully NAT model
comparing with AT and existing NAT approaches
(including both iterative and fully NAT models) in
Table 2. Iterative NAT models with enough num-
ber of iterations generally outperform fully NAT
baselines by a certain margin as they are able to re-
cover the generation errors by explicitly modeling
dependencies between (partially) generated tokens.
However, the speed advantage is relatively small
compared to AT base (12-1) which also achieves
2.5 times faster than the AT baseline.

Conversely, our fully NAT models are able to
readily achieve over 16 times speed-up on EN→DE
by restricting translation within a single iteration.
Surprisingly, merely training NAT with KD and
CTC loss already beats the state-of-the-art for sin-
gle iteration NAT models across all four directions.
Moreover, combining with either latent variables
(VAE) or glancing targets (GLAT) further closes
the performance gap or even outperforms the AT re-
sults on both language pairs. For example, our best

https://github.com/bitextor/bicleaner
https://github.com/parlance/ctcdecode
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Models Iter. Speed WMT’14 WMT’16
EN-DE DE-EN EN-RO RO-EN

AT
Transformer base (teacher) N 1.0× 27.48 31.39 33.70 34.05
Transformer base (12-1) N 2.4× 26.21 30.80 33.17 33.21

+ KD N 2.5× 27.34 30.95 33.52 34.01

Iterative NAT

iNAT (Lee et al., 2018) 10 1.5× 21.61 25.48 29.32 30.19
Blockwise (Stern et al., 2018) ≈ N/5 3.0× 27.40 - - -
InsT (Stern et al., 2019) ≈ logN 4.8× 27.41 - -
CMLM (Ghazvininejad et al., 2019)∗ 10 1.7× 27.03 30.53 33.08 33.31
LevT (Gu et al., 2019) Adv. 4.0× 27.27 - - 33.26
KERMIT (Chan et al., 2019) ≈ logN - 27.80 30.70 - -
LaNMT (Shu et al., 2020) 4 5.7× 26.30 - - 29.10
SMART (Ghazvininejad et al., 2020b)∗ 10 1.7× 27.65 31.27 - -
DisCO (Kasai et al., 2020a)∗ Adv. 3.5× 27.34 31.31 33.22 33.25
Imputer (Saharia et al., 2020)∗ 8 3.9× 28.20 31.80 34.40 34.10

Fully NAT

Vanilla-NAT (Gu et al., 2018a) 1 15.6× 17.69 21.47 27.29 29.06
LT (Kaiser et al., 2018) 1 3.4× 19.80 - - -
CTC (Libovický and Helcl, 2018) 1 - 16.56 18.64 19.54 24.67
NAT-REG (Wang et al., 2019) 1 - 20.65 24.77 - -
Bag-of-ngrams (Shao et al., 2020) 1 10.0× 20.90 24.60 28.30 29.30
Hint-NAT (Li et al., 2018) 1 - 21.11 25.24 - -
DCRF (Sun et al., 2019) 1 10.4× 23.44 27.22 - -
Flowseq (Ma et al., 2019) 1 1.1 × 23.72 28.39 29.73 30.72
ReorderNAT (Ran et al., 2019) 1 16.1× 22.79 27.28 29.30 29.50
AXE (Ghazvininejad et al., 2020a)∗ 1 15.3× 23.53 27.90 30.75 31.54
ENGINE (Tu et al., 2020) 1 15.3× 22.15 - - 33.16
EM+ODD (Sun and Yang, 2020) 1 16.4× 24.54 27.93 - -
GLAT (Qian et al., 2020) 1 15.3× 25.21 29.84 31.19 32.04
Imputer (Saharia et al., 2020)∗ 1 18.6× 25.80 28.40 32.30 31.70

Ours (Fully NAT) 1 17.6× 11.40 16.47 24.52 24.79
+ KD 1 17.6× 19.50 24.95 29.91 30.25
+ KD + CTC 1 16.8× 26.51 30.46 33.41 34.07
+ KD + CTC + VAE 1 16.5× 27.49 31.10 33.79 33.87
+ KD + CTC + GLAT 1 16.8× 27.20 31.39 33.71 34.16

Table 2: Comparison between our models and existing methods. The speed-up is measured on WMT’14 En→De
test set. All results reported standalone are without re-scoring. Iter. denotes the number of iterations at inference
time, Adv. means adaptive, ∗ denotes models trained with distillation from a big Transformer.

model achieves 27.49 BLEU on WMT14 EN-DE
– almost identical to the AT performance (27.48)
while 16.5 times faster in the inference time.

Table 2 also indicates the difficulties of learning
NAT on each dataset. For instance, EN↔RO is
relatively easier as “KD + CTC” is enough to close
the performance gap. By contrast, applying VAE
or GLAT helps to capture non-monotonic depen-
dencies and improve by 0.5 ∼ 1 BLEU points on
EN↔ED. For both datasets, we ONLY need a sin-
gle greedy generation to achieve similar translation
quality as AT beam-search results.

WMT’20 JA→EN In Table 3, we also present
results for training the fully NAT model on a more
challenging benchmark – WMT’20 JA→EN which
is much larger (13M pairs) and noisier. In addi-
tion, JA is linguistically distinct from EN which
makes it harder to learn mappings between them.
Consequently, both AT (12-1) and our fully NAT
models become less confident and tend to gener-

ate shorter translations (BP < 0.9), which in turn
underperform the AT teacher even trained with KD.

Beam search & NPD Previous works (Gu et al.,
2018a; Libovický and Helcl, 2018) find that NAT
performance can be effectively improved by allow-
ing advanced decoding methods, such as beam-
search and re-ranking (NPD). To fully examine our
proposed fully NAT model and demonstrate its ex-
tensibility with advanced decoding approaches, we
further conduct experiments on WMT’20 JA→EN.

For CTC beam search, we use a fixed beam-
size 20 while grid-search α, β (Eq.(6)) based on
the performance on the validation set. The lan-
guage model 4 is trained directly on the distilled
target sentences to avoid introducing additional in-
formation. We explored both 3-gram and 4-gram
LMs in our initial experiments, and found 4-gram
worked slightly better with no effect on the infer-

4https://github.com/kpu/kenlm

https://github.com/kpu/kenlm
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Configuration BLEU (∆) BP LGPU
1 (Speed-up) LCPU

1 (Speed-up)

AT
big (teacher) 21.07 0.920 345 ms 1.0 × 923 ms 1.0 ×
base 18.91 0.908 342 ms 1.0 × 653 ms 1.4 ×
base (12-1) 15.47 0.806 152 ms 2.3 × 226 ms 4.0 ×
base (12-1) + KD 18.76 0.887 145 ms 2.4 × 254 ms 3.6 ×

NAT

KD + CTC 16.93 (+0.00) 0.828 17.3 ms 19.9 × 84 ms 11.0 ×
KD + CTC + VAE 18.73 (+1.80) 0.862 16.4 ms 21.0 × 83 ms 11.1 ×

w. BeamSearch20 19.80 (+2.87) 0.958 28.5 ms 12.1 × 99 ms 9.3 ×
w. BeamSearch20 + 4-gram LM 21.41 (+4.48) 0.954 31.5 ms 11.0 × 106 ms 8.7 ×
w. NPD5 18.88 (+1.95) 0.866 34.9 ms 9.9 × 313 ms 2.9 ×
w. NPD5 + BeamSearch20 + 4-gram LM 21.84 (+4.91) 0.962 57.6 ms 6.0 × 284 ms 3.2 ×

Table 3: Performance comparison between fully NAT and AT models on WMT’20 JA→EN. Translation latency
on both the GPU and CPUs are reported over the test set. The brevity penalty (BP) is also shown for reference.

Figure 4: Quality v.s. Latency (the upper left corner achieves the best trade-off) for fully NAT models with other
translation models (AT base and base 12-1 (Kasai et al., 2020b), CMLM (Ghazvininejad et al., 2019) and LevT (Gu
et al., 2019)) on WMT’14 EN→DE. We evaluate latency in three setups (from left to right: LGPU

1 , LCPU
1 , LGPU

max)
and show them in Logarithmic scale for better visualization.

ence speed. For noisy parallel decoding (NPD), we
draw multiple z from the learned prior distribution
with temperature 0.1, and use the teacher model to
rerank the best z with the corresponded translation.

As shown in Table 3, with similar GPU latency
(LGPU

1 ), beam search is much more effective than
NPD with re-ranking, especially combined with a
4-gram LM where we achieve a BLEU score of
21.41, beating the teacher model with 11× speed-
up. More importantly, by contributing the insertion
bonus (3rd term in Eq (6)) with β in beam search,
we have the explicit control to improve BP and
output longer translations. Also, we gain another
half point by combining NPD and beam search. To
have a fair comparison, we also report latency on
CPUs where it is limited to leverage parallelism of
the device. The speed advantage drops rapidly for
NAT models, especially for NAT with NPD, how-
ever, we still maintain around 100 ms latency via
beam search – over 2× faster than the lightweight
AT (12-1) systems with higher translation quality.

Quality v.s. Latency We perform a full investi-
gation for the trade-off between translation quality
and latency under three measures defined in § 4.1.

The results are plotted in Figure 4. For fully NAT
models, no beam search or NPD is considered. The
latency is measured by LGPU

1 , LCPU
1 and LGPU

max so as
to understand this trade-off in various scenarios. In
all three setups, our fully NAT models obtain supe-
rior trade-off compared with AT and iterative NAT
models. Iterative NAT models (LevT and CMLM)
require multiple iterations to achieve reliable per-
formance with the sacrifice of latency, especially
under LCPU

1 and LGPU
max where iterative NAT per-

forms similarly or even worse than AT base (12-1),
leaving fully NAT models a more suitable position
in quality-latency trade-off.

Figure 4 also shows the speed advantage of fully
NAT models shrinks in the setup of LCPU

1 and LGPU
max

where parallelism is constrained. Moreover, NAT
models particularly those with CTC consume more
computation and memory compared to AT models
with a shallow decoder. For instance when calcu-
lating LGPU

max , we notice that the maximum allowed
batch is 120K tokens for AT base (12-1), while we
can only compute 15K tokens at a time for NAT
with CTC due to the up-sampling step, even though
the NAT models still win the wall-clock time. We
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KD AXE CTC VAE RND GLAT BLEU

11.40
X 19.50

X 16.59
X X 21.66

X 18.18
X X 26.51

X X 23.58
X X X 22.19
X X X 27.49

X X X 22.74
X X X 24.67
X X X 26.16

X X 21.81
X X X 27.20

X X X X 27.21

Table 4: Ablation on WMT’14 EN→DE test set with
different combinations of techniques. The default setup
shows a plain NAT model (Gu et al., 2018a) directly
trained on raw targets with the cross entropy (CE) loss.

mark it as one limitation for future research.

4.3 Ablation Study

Impact of various techniques Our fully NAT
models benefit from dependency reduction tech-
niques in four aspects (data, model, loss func-
tion and learning), and we analyze their effects
on translation accuracy through various combina-
tions in Table 4. First of all, the combinations
without KD have clear performance drop compared
to those with KD, showing its vital importance in
NAT training. For the loss function, although both
AXE (Ghazvininejad et al., 2019) and CTC con-
sider the latent alignments, the CTC-based model
obtains much better accuracy due to its flexibility
of output length. In all cases, incorporating latent
variables also effectively improves the accuracy,
especially for CTC without KD (∼ 5 BLEU im-
provement). Because of the capability to reduce
the mismatch between training and inference time,
the model with GLAT is superior to those with ran-
domly (RND) sampled masks. To conclude, we
find that KD and CTC are necessary components
for a robust fully NAT model. Adding either VAE
or GLAT to them achieve similar improvements.

Distillation corpus We report the performance
of models trained on real data and distilled data
generated from AT base and big models in Table 5.
For base models, both AT (12-1) and NAT achieve
better accuracy with distillation, while AT benefits
more by moving from base to big distilled data. On

Models Distillation BLEU Speed-upbase big

AT

base 27.43 1.0×
big 28.14 0.9×

base 26.12 2.4×
(12-1) X 27.34 2.5×

X 27.83 2.4×

NAT base
23.58 16.5×

X 27.49 16.5×
X 27.56 16.5×

big X 27.89 15.8×

Table 5: Performance comparison between AT and
NAT models on the test set of WMT’14 EN→DE. The
latency is measured one sentence per batch and com-
pared with the Transformer base. For NAT model, we
adopt CTC+VAE as the basic configuration.

Figure 5: Principle component explained variance ra-
tios of latent variables on WMT’14 EN→DE test set.

the contrary, the NAT model improves marginally
indicating that in terms of the modeling capacity,
our fully NAT model is still worse than AT model
even with 1 decoder layer. It is not possible to fur-
ther boost the NAT performance by simply switch-
ing the target to a better distillation corpus, which
aligns the finding in Zhou et al. (2020). Nonethe-
less, we can increase the NAT capacity by learning
in big size. As shown in Table 5, we can achieve
superior accuracy compared to AT (12-1) with little
effect on the translation latency (LGPU

1 ).

Effective Latent Dimensionality of Latent Vari-
ables To confirm the necessity of combining
VAEs with CTC, We apply principal component
analysis (PCA) (Wold et al., 1987) on the learned
latent variables. More precisely, we extract the la-
tent variables from the posterior of various models
(see Table 4) on WMT’14 EN→DE test set. These
main components’ explained variance ratios, the
percentage of variance that is attributed by each of
the component, are shown in Figure 5.

First, we find that the number of effective latent
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dimensionality (capturing at least 95% of the total
variance) is much lower than the number of latent
dimensions (8 in our experiments), which indicates
simply increasing the number of latent dimensions
does not lead to better representations, and the abil-
ity to capture dependencies is limited. Therefore,
VAEs need to be combined with other techniques
e.g. KD, CTC to take effect. Also, compared to
the AXE, the effective dimensionality of latent vari-
ables in CTC loss-based models is higher.

We include more analysis with qualitative exam-
ples in Appendix B.

5 Discussion and Future work

In this section, we go through the proposed four
techniques again for fully NAT models. In spite
of the success to close the gap with autoregressive
models on certain benchmarks, we still see limi-
tations when using non-autoregressive systems as
mentioned in Table 1.

We and most of the prior research have repeat-
edly found that knowledge distillation (KD) is the
indispensable dependency reduction components,
especially for training fully NAT models. Neverthe-
less, we argue that due to the model agnostic prop-
erty, KD may lose key information that is useful
for the model to translate. Moreover, Anonymous
(2021) pointed out KD does cause negative effects
on lexical choice errors for low-frequency words in
NAT models. Therefore, an alternative method that
improves the training of NAT models over raw tar-
gets using such as GANs (Bińkowski et al., 2019)
or domain specific discriminators (Donahue et al.,
2020) might be the future direction.

Apart from KD, we also notice that the usage
of CTC loss is another key component to boost
the performance of fully NAT models across all
datasets. As discussed in § 4.2, however, the need
of up-sampling constrains the usage of our model
on very long sequences or mobile devices with
limited memory. In future work, it is possible to ex-
plore models to hierarchically up-sample the length
with a dynamic ratio to optimize the memory usage.

Lastly, both experiments with VAE and GLAT
prove that it is helpful but not enough to train
NAT models with loss based on monotonic align-
ments (e.g. CTC) only. To work on difficult pairs
such as JA-EN, it may be a better option to adopt
stronger models to capture richer dependency infor-
mation, such as normalizing flows (van den Oord
et al., 2018; Ma et al., 2019) or non-parametric

approaches (Gu et al., 2018b).

6 Related Work

Besides iterative NAT and fully NAT models, there
are other works trying to improve the decoding
speed of translation models from other aspects.
One research line is to hybrid AT and NAT models.
Wang et al. (2018) proposed a semi-autoregressive
model which adopted non-autoregressive decod-
ing locally but kept the autoregressive property in
global. On the contrary, Kong et al. (2020); Huang
et al. (2017) and Ran et al. (2020) introduced a
local autoregressive NAT models which retained
the non-autoregressive property in global.

Alternatively, there are also efforts improving
the decoding speed of AT models directly. Model
quantization and pruning have been widely stud-
ied as a way to improve the decoding speed (See
et al., 2016; Junczys-Dowmunt et al., 2018; Aji and
Heafield, 2020). Also, specialized light-weight AT
model (e.g. replacing self-attention with SSRU) to-
gether with improved teacher-student training (Kim
et al., 2019) are explored.

7 Conclusion

In this work, we aim to minimize the performance
gap between fully NAT and AT models. We in-
vestigate dependency reduction methods from four
perspectives and carefully unite them with neces-
sary revisions. Experiments on three translation
benchmarks demonstrate that the proposed fully
NAT models achieve the SoTA performance. For
future work, it is worth exploring simpler but more
effective diagrams for learning NAT models. For
instance, with the combination of CTC and more
powerful latent variable models, it is possible to
remove the necessity of knowledge distillation.
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Appendix

A Implementation Details

Architecture We design our fully NAT model
with the hyperparameters of the base Transformer:
8-512-2048 (Vaswani et al., 2017). For EN→DE
experiments, we also implement the NAT model in
big size: 8-1024-4096 for comparison.

VAEs For experiments using variational autoen-
coders (VAE), we use the last layer encoder hidden
states to predict the mean and variance of the prior
distribution. The latent dimensionD is set to 8, and
the predicted z are linearly projected and added on
the encoder outputs. Following Shu et al. (2020),
we use a 3 layer encoder-decoder as the posterior
network, and apply freebits annealing (Chen et al.,
2016) to avoid posterior collapse.

CTC By default, we upsample the length of de-
coder inputs 3× as long as the source for CTC,
while using the golden length for other objectives
(CE and AXE). We also train an additional length
predictor when CTC is not used. For both cases, we
use SoftCopy (Wei et al., 2019) which interpolated
the encoder outputs as the decoder inputs based on
the relative distance of source and target positions.

GLAT The mask ratio, fratio, is 0.5 for GLAT
training. The original GLAT (Qian et al., 2020) as-
sumes to work with the golden length so that it can
glance at the target by placing the target word em-
bedding to a clear corresponded inputs. It is incom-
patible with CTC loss where we always need longer
inputs than the targets. To enable GLAT learning,
we glance at target tokens from the viterbi aligned
tokens (α = arg maxα∈β(y) p(α|x)) which has
the same length as the decoder inputs.

Training For both AT and NAT models, we set
the dropout rate as 0.3 for EN↔DE and EN↔RO,
and 0.1 for JA→EN. We apply weight decay 0.01
as well as label smoothing ε = 0.01. All models
are trained for 300K updates using Nvidia V100
GPUs with a batch size of approximately 128K to-
kens. We measure the validation BLEU scores for
every 1000 updates, and average the last 5 check-
points to obtain the final model.

Inference We measure the GPU latency by run-
ning the model on a single Nvidia V100 GPU, and
CPU latency on Intel(R) Xeon(R) CPU E5-2698
v4 @ 2.20GHz with 80 cores. All models are im-
plemented on fairseq (Ott et al., 2019).

λ BLEU LGPU
1 LGPU

max LCPU
1

1.5 26.16 17.9 ms 0.95 ms 66.6 ms
2.0 26.39 17.5 ms 1.03 ms 71.6 ms
2.5 26.54 17.6 ms 1.16 ms 76.9 ms
3.0 26.51 17.0 ms 1.32 ms 81.8 ms

Table 6: Performance comparison of different upsam-
ple ratios (λ) for CTC-based models on WMT’14
EN→DE test set. All models are trained on distilled
data.

B More ablation study

Upsampling Ratio (λ) for CTC Loss To meet
the length requirements in CTC loss, we upsample
the encoder output by a factor of 3 in our experi-
ments. We also explore other possible values and
report the performance in Table 6. The higher up-
sampling ratio provides a larger alignment space,
leading to better accuracy. Nevertheless, with a
large enough sampling ratio, a further increase will
not lead to the performance increase. Because of
the high degree of parallelism, LGPU

1 speed is simi-
lar among these ratios. However, the model with
a larger ratio has a clear latency drop on CPU or
GPU with large batches.

Representation reordering in the latent space
In our main experiments, VAEs has been proven
to effectively improve the performance of NAT
models. Here, we perform a qualitative study to
show how VAEs helps NAT models.

Ott et al. (2018) collected additional refer-
ence translations for each source sentence in the
WMT’14 En→De test set. We first choose three
source sentences and show the alignments between
them and two of their different translations in Fig-
ure 6. In each sample, it is clear to find that the
word order of the first pair is more similar to the
second one (e.g., in the second sample, the verb
’light’ in the source sentence is translated to the
end of the second reference sentence). However,
given the monotonic alignment assumption, CTC
is difficult to align sentence pairs with different
word orders. Then, for each sample, we extract la-
tent variables of both sentence pairs and align them
by first computing the Euclidean distance between
every position and then employing the linear sum
assignment algorithm (LAP).

Regarding the first pair as the baseline, we find
that the latent variable is able to adjust the word
order according to the input sentence pair. For
example, the alignment between latent variables of
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Figure 6: Alignments between source sentences and their different translations.

the second sample is shown as: 0-0, 1-1, 2-2, 3-3, 4-
9, 5-5, 6-6,7-7, 8-8, 9-4, which shows that the latent
representation of the 9th position in the second pair
is aligned to the 5th position of the second pair.
In another word, the latent representation of the
word ’lights’ is reordered to the last position in the
second pair’s latent variable, which corresponds
to the word order difference in the second pair.
Therefore, given various reference information, the
latent variable makes the alignment between the
source and target representation more monotonic.
CTC can consequently benefit from it to learn a
better NAT model.


