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Abstract

The widespread use of the Internet and the
rapid dissemination of information poses the
challenge of identifying the veracity of its con-
tent. Stance detection, which is the task of
predicting the position of a text in regard to
a specific target (e.g. claim or debate ques-
tion), has been used to determine the veracity
of information in tasks such as rumor classi-
fication and fake news detection (Küçük and
Can, 2020). While most of the work and avail-
able datasets for stance detection address short
texts snippets extracted from textual dialogues,
social media platforms, or news headlines with
a strong focus on the English language, there
is a lack of resources targeting long texts in
other languages. Our contribution in this pa-
per is twofold. First, we present a German
dataset of debate questions and news articles
that is manually annotated for stance and emo-
tion detection. Second, we leverage the dataset
to tackle the supervised task of classifying the
stance of a news article with regards to a de-
bate question and provide baseline models as
a reference for future work on stance detection
in German news articles.

1 Introduction

The automatic extraction and analysis of informa-
tion from text is an important area in natural lan-
guage processing that tackles a wide range of re-
search problems such as sentiment analysis, verac-
ity and rumor detection, emotion recognition, or
fake news detection. With the rapid increase in on-
line content and spread of misinformation, these
research topics have gained attention, as it becomes
crucial to identify the veracity of the information.

Stance detection is the task of predicting the po-
sition of a text (e.g. in favor or against) towards a
specific target, which has shown to aid at identi-
fying the veracity of rumors (rumor classification)
and fake news (Küçük and Can, 2020). As most of
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the stance detection benchmarks focus on short text
snippets, especially tweets, and/or English (Mo-
hammad et al., 2016a,b; Hanselowski et al., 2018),
there is a lack of annotated data to address stance
detection in longer texts and in other languages.

In this paper, we present the CHeeSE dataset,
a collection of manually annotated Swiss (CH)
news articles and debate questions in German for
Stance and Emotion detection. Specifically, the
CHeeSE dataset comprises 91 debate questions that
are automatically paired with related news articles,
resulting in a total of 3, 693 question and article
pairs. A team of native German speakers manually
annotated those pairs with the stance of the article
towards the debate question, the article emotion,
and the emotion of each individual paragraph. Ta-
ble 1 shows an illustrative example in English of
the annotations for a given question and article.

To the best of our knowledge, this is the first
available dataset of German news articles annotated
for this purpose. While the Fake News Challenge1

provides document-level stance annotations for En-
glish news articles (Hanselowski et al., 2018), other
datasets that consider the German language focus
on shorter texts (Vamvas and Sennrich, 2020).

Finally, we perform target-specific stance detec-
tion as a supervised task using our annotated data.
We then build baseline models as a reference in
future work on stance detection in German news
articles. Since the dataset provides both stance and
emotion annotations, future work could assess the
use of emotion information to improve stance de-
tection in a multi-task setting (see discussion in
Section 5). Moreover, computational journalism
applications, such as news recommender systems,
could leverage the dataset to mitigate the selective
exposure of one-sided articles (Gao et al., 2018).

The CHeeSE dataset and the code to reproduce
the baseline models are publicly available.2

1http://www.fakenewschallenge.org
2https://github.com/MTC-ETH/CHeeSE

http://www.fakenewschallenge.org
https://github.com/MTC-ETH/CHeeSE
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Example Content Paragraph Emotion

Question Should the Corona measures be more strict?
Article Title Corona measures insufficient
Article Text <p>It looks bad. The number of daily cases is increasing since weeks.

There is no improvement in sight.</p>
Sadness

<p>Again, the parliament failed to respond accordingly.</p> Anger
<p>Yet, our health system is still stable. Let us hope for the best.</p> Trust

Article Emotion Sadness
Article Stance In Favour

Table 1: Illustrative example in English of the provided annotations for each article and question pairs in the
CHeeSE dataset: the article’s stance towards the question, the article’s emotion and the emotion of each paragraph.

2 Related Work

Most of the available annotated datasets for stance
detection focus on short texts such as tweets. The
SemEval-2016 shared task hosts a dataset of anno-
tated English tweets and their stance towards the
targets ‘Atheism’, ‘Climate Change’, ‘Feminism’,
‘Hillary Clinton’, and ‘Abortion’ (Mohammad et al.,
2016a). Aside from English, there are available
tweets datasets for Catalan and Spanish (Zotova
et al., 2020), French (Lai et al., 2020), or Ital-
ian (Cignarella et al., 2020). For German, the
multilingual dataset X-stance offers a collection
of political questions and their corresponding com-
ments written by candidates of elections, partly in
German, partly in French and Italian (Vamvas and
Sennrich, 2020).

In the journalistic domain, there are two avail-
able datasets of English news articles. The Emer-
gent dataset is a collection of claims and their asso-
ciated news articles (Ferreira and Vlachos, 2016).
Similarly, the Fake News Challange detection task
(FNC-1) offers a dataset of news articles and their
stance towards a headline (Hanselowski et al.,
2018). While the Emergent dataset performs the
stance detection task on single-sentence headlines
towards a specific claim, the FNC-1 is a document-
level stance detection task that considers the entire
news article. In our dataset, we also address stance
detection at document level, but in German text.

Emotion detection datasets are also mostly con-
cerned with short text snippets, such as tweets (Mo-
hammad et al., 2018), news headlines (Strapparava
and Mihalcea, 2007), textual dialogues (Chatterjee
et al., 2019), or sentences in fairy tales (Volkova
et al., 2010). In contrast, our dataset offers article-
and paragraph-level annotations for emotion de-
tection in German news articles. Paragraph-level
annotations could be leveraged to identify and anal-
yse patterns of emotion sequences (i.e. emotion

flow) in news articles. While emotion flow has
been explored in books (Maharjan et al., 2018) and
movie synopsis (Kar et al., 2018), such analysis
has not yet been applied to journalistic content.

To improve stance detection, some research ap-
proaches focus on using sentiment information,
and more specifically, the polarity of the text (i.e.
positive, negative, or neutral). In fact, the annual
workshop on Semantic Evaluation (SemEval) or-
ganised a stance detection shared task and pro-
vided a dataset of tweets also annotated with sen-
timent information (Mohammad et al., 2016a).3

However, the conclusions on whether sentiment
information aids at improving stance detection are
mixed. Some studies report the benefits of using
such information (Li and Caragea, 2019; Sun et al.,
2019), whereas others claim that the tasks are inde-
pendent of each other. For example, a text with a
positive sentiment could show an opposing stance
towards a specific claim (Mohammad et al., 2017;
Aldayel and Magdy, 2019; Sobhani et al., 2016).

3 The CHeeSE Dataset

The CHeeSE dataset is a collection of 3, 693 pairs
of debate questions and Swiss news articles in Ger-
man that are manually annotated for stance and
emotion detection. Specifically, the dataset com-
prises a total of 1, 970 different articles paired with
up to six questions (∼1.87 on average) from a list
of 91 questions that we manually compiled to en-
sure a variety of debate topics (Section 3.1).

The data comes from ∼670k news articles pro-
vided by the Swiss media companies Blick (∼536k
articles),4 Neue Zürcher Zeitung (∼125k articles),5

and NZZ am Sonntag (∼9k articles).6 The articles

3http://alt.qcri.org/semeval2016/
task6/

4https://www.blick.ch
5https://www.nzz.ch
6https://nzzas.nzz.ch/

http://alt.qcri.org/semeval2016/task6/
http://alt.qcri.org/semeval2016/task6/
https://www.blick.ch
https://www.nzz.ch
https://nzzas.nzz.ch/
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Negative Example Issue Preferred Formulation

Should legislation on environmental pro-
tection be relaxed to allow for the build-
ing and expansion of wind farms, solar
power stations, and hydroelectric plants?

Topic too specific Should state laws counteract climate change?

Should Saddam Hussein be executed? Time and topic too specific Should death penalty be legal?

Should Swiss law be changed to follow
EU more restrictive firearms law?

Multiple topics Should the firearm laws be stricter?

First case of transmission of Sars-CoV-2
identified in the uterus

News, no debate –

Table 2: Negative examples in English of target questions and their preferred formulation.

Topic Debate Question Keyword Examples

Freizeit Soll die Jagd als Freizeittätigkeit verboten werden? Jagd, Tiere, Tierartenschutz
[Leisure] [Should hunting be banned as a leisure activity?] [hunting, animals, species protection]

Digitalisierung Verstärkt KI Vorurteile und Bias? Künstliche Intelligenz, Vorurteile, Sexismus
[Digitalisation] [Does AI reinforce prejudices and bias?] [Artificial intelligence, prejudice, sexism]

Gesellschaft Sind Abtreibungen moralisch vertretbar? Geburt, Abtreibung, Fötus
[Society] [Are abortions morally acceptable?] [birth, abortion, fetus]

Gesellschaft Soll die Adoption für alle ermöglicht werden? Adoption, Privatrecht, Gleichberechtigung
[Society] [Should adoption be possible for all?] [adoption, private law, equality]

Table 3: Examples of the selected debate questions to build the CHeeSE dataset and their assigned keywords.

were published between 2004 and 2020 and cover
a set of 24 topics, such as science, environment,
politics, religion, or society.

In this section, we describe the steps involved
in the construction of the CHeeSE dataset. First,
we compile a list of debate questions (Section 3.1)
that we automatically pair with related articles us-
ing a two-pass ranking approach (see Section 3.2).
Then, a team of native German speakers annotate
the collected data with emotion and stance labels
(Section 3.3). Finally, we apply a semi-automatic
method to balance the stance label distribution of
questions without articles in favor or against in the
annotated dataset (Section 3.4).

3.1 Question Selection

We generate a list of debate questions that we later
pair with news articles for the stance detection task.
To do so, we organise a brainstorming session with
a team of 12 participants of various backgrounds
in the news media industry (e.g. journalists or data
scientists). To ensure that the generated questions
comprise a wide range of topics as per the IPTC

topic taxonomy7 (e.g. politics, environment, or
sport), we divide the session in four iterations and
four groups, where each group concerns a different

7https://iptc.org/standards/newscodes

set of topics. In each iteration, we rotate the group
members. As a reference, the participants receive
a list of controversial issues from Wikipedia8 and
the ProCon debate platform9 and a list of negative
examples with their preferred formulations (see
Table 2). The participants also assign a list of key-
words to each debate question as additional data
to represent the questions in the stance detection
task. For example, a suitable list of keywords for
the English question ‘should hunting be banned
as a leisure activity’ is ‘hunting’, ‘animals’, and
‘species protection’. At the end of the session, the
participants generated a total of 125 questions with
their corresponding keywords. We further filter the
list and eliminate duplicates or similar questions,
resulting in a final list of 91 debate questions (see
examples in Table 3).

3.2 Question-Article Pairs Collection
To provide a relevant dataset for the stance detec-
tion task, we focus on collecting question and arti-
cle pairs that are related. That is, the article is likely
to show a stance (in favor, against, or discussing)
with respect to the associated question. To do so,
we implement a two-pass ranking approach that re-

8https://en.wikipedia.org/wiki/
Wikipedia:List_of_controversial_issues

9https://www.procon.org

https://iptc.org/standards/newscodes
https://en.wikipedia.org/wiki/Wikipedia:List_of_controversial_issues
https://en.wikipedia.org/wiki/Wikipedia:List_of_controversial_issues
https://www.procon.org
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Figure 1: Two-pass ranking approach to collect related question and article pairs. For a given question and a set of
news articles, in the first pass, our approach ranks the articles based on the cosine similarity scores of their tf-idf
embeddings. In the second pass, it re-ranks the articles using a pre-trained German BERT model, selecting those
above the probability threshold 0.75.

sembles the text ranking method used in Nogueira
and Cho (2020).10 Figure 1 illustrates our approach
for a given question and the set of news articles.

The method works as follows. For each of the
selected questions in section 3.1, we use our two-
pass ranking approach to identify its related articles.
Specifically, in the first pass, we rank the articles
based on the cosine similarity scores of the tf-idf
embeddings of the question and each article. Here,
we represent a question as the string concatenation
of the question itself and the set of its assigned
keywords (see Section 3.1) and an article as the
concatenation of its title and body.

In the second pass, we score and re-rank the
articles according to their probability of having any
stance towards the debate question (i.e. the article is
in favour, against, or discussing it). As a re-ranker,
we use German BERT (Devlin et al., 2019),11 a
general purpose natural language processing model
for German text that we fine-tune on our re-ranking
task as in Nogueira and Cho (2020).

The fine-tuning data is a set of 275 question
and article pairs that we manually annotated as
‘related’, if the article has any stance with respect
to the question, or ‘unrelated’, otherwise. To obtain
those pairs, we first selected 11 questions from
different topics through stratified sampling. For
each question, we then applied the first pass of our
ranking approach to rank the articles based on the

10We refer to Yates et al. (2021) for a comprehensive
overview of text ranking approaches.

11https://huggingface.co/dbmdz/
bert-base-german-uncased

cosine similarity of their tf-idf embeddings, and
kept the 25 most similar articles. Note that these
pairs are only used for fine-tuning and they are not
part of the final CHeeSE dataset. We fine-tune the
BERT model on this data for three epochs and a
learning rate of 3e-05.

The BERT architecture requires a token sequence
as an input. To represent a given question and arti-
cle as such input sequence, we follow the method
described in Devlin et al. (2019). We concatenate a
question-article pair with the special token [SEP]
and insert the special classification token [CLS]
at the beginning of the sequence, which aggregates
the features from both question and article. We
truncate the input to the maximum length of 512
tokens that BERT supports.

After re-ranking the articles with BERT, we keep
the highest-confidence matches. To obtain a thresh-
old, we apply 10-fold cross-validation on the fine-
tuning data. The resulting threshold of 0.75 is the
average cutoff value of (tpr + 1

fpr )/2, where tpr
and fpr are the true and false positive rates, respec-
tively, under the ROC curve.

Our two-pass ranking approach results in a
dataset of 2, 096 question and article pairs. Each
article is associated with up to two questions.

Dataset extension Since manual annotations are
expensive and time-consuming, we extend the col-
lected dataset keeping in mind the annotation ef-
forts. Articles are longer texts than questions, there-
fore, it is easier to annotate a new question-article
pair, where only the question is new to the annota-

https://huggingface.co/dbmdz/bert-base-german-uncased
https://huggingface.co/dbmdz/bert-base-german-uncased
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tor. Thus, we extend the dataset by pairing more
questions with the collected articles.

To do so, for each collected article after the two-
pass ranking approach, we rank all questions using
the German BERT classifier as in the second pass.
Here, we exclude those questions that were already
paired with the article. As a result, we get 1, 597
additional pairs, increasing the number of questions
per article from two to five.

In the final dataset, we distinguish between the
data collected after the two-pass ranking approach
and this additional data, labelling them as ‘two-
pass’ and ‘two-pass-ext’, respectively.

3.3 Manual Annotation Task

We design a task to manually annotate the collected
question and article pairs (Section 3.2). For each
pair, the annotation task is twofold: (a) annotate
the stance of the article towards the question; (b)
annotate the emotions of the news article.

To perform this annotation task, we recruited
a team of 23 native German speakers and used
a crowd-sourcing labelling tool that was imple-
mented for this purpose (see Appendix A). In par-
ticular, the annotators, 15 women and 8 men, are
university students or academics between 21 and
49 and a median of 25 years old. To ensure that
each crowd-worker understood the annotation task,
we closely monitored them during the labelling of
their first 50 articles and notified them if they did
not follow the annotation instructions as intended.

Stance Annotation To label the stance of an ar-
ticle towards a question, we consider the German
counterpart of the English ‘in favor’, ‘against’, ‘dis-
cussion’, and ‘unrelated’, where ’discussion’ in-
dicates that the article discusses the topic of the
question without taking a position, as in the FNC-
1 task (Hanselowski et al., 2018). Table 4 shows
an example from the CHeeSE dataset of the differ-
ent stances with regards to the question ‘are gene
manipulations morally justifiable?’. In this table,
we represent the articles with their snippet for il-
lustrative purposes only. Note that identifying a
pair as ‘unrelated’ is harder in our dataset than in
FNC-1. The reason is that the unrelated pairs in
the FNC-1 dataset are randomly matched, whereas
we collect all pairs using our ranking approach,
ensuring that each pair is among the most related
according to their tf-idf embeddings similarity and
BERT classification scores (Section 3.2).

Formally, given an article a, a question q, and

the set of German stance labels Ja, dafür (‘in
favour’), Diskutierend (‘discussion’), Nein, dage-
gen (‘against’), and Kein Bezug (‘unrelated’) {s1,
. . . , s4}, the task is to identify the article’s a stance
towards the question q,

stance(a,q) ∈ {s1, . . . s4}
During the annotation task, three different an-

notators label the stance of each question-article
pair. This annotation process results in 86% of
question-article pairs, where at least two annotators
agree on the stance. We label the remaining pairs
with no annotator agreement as the German Unklar
(‘unclear’). The final inter-rater agreement (IRA)
and the Fleiss’κ coefficient of inter-rater reliability
(Fleiss, 1971) are 0.52 and 0.33, respectively.

Emotion Annotation The annotation task is de-
signed to identify the emotion that is mostly rep-
resented by the text. We consider a set of eight
emotions, which are the German counterpart of
the basic emotions defined in Plutchik (1980)’s
model: Freude (‘joy’), Vertrauen (‘trust’), Angst
(‘fear’), Antizipation (‘anticipation’), Traurigkeit
(‘sadness’), Ekel (‘disgust’), Ärger (‘anger’), and
Überraschung (‘surprise’). The ‘no emotion’ label
is defined as the German Keine.

This is a challenging annotation task for two
main reasons, which negatively impact the inter-
rater agreement. First, there are eight different
emotion labels to choose from. Second, the text
can convey an in-between emotion, also referred
as ‘dyads’ (Plutchik, 2001). For example, ‘hope’,
which is considered a complex emotion, is a combi-
nation of ‘anticipation’ and ‘trust’. Indeed, we ob-
serve this phenomenon, when manually analysing
the most frequent disagreeing pairs of emotions
(e.g. anticipation together with trust or anger).

To mitigate this issue, we extend the annotation
task as follows. We encourage the annotation of
one emotion per paragraph and article and, in case
of doubt, the annotators assign the emotion that
the text conveys the most as primary emotion and
the rest as secondary emotions. Annotators could
select multiple secondary emotions. On average,
they selected 0.78 and 0.43 secondary emotions at
article and paragraph level, respectively.

Formally, we define a primary emotion ep for a
given text t as one of the eight emotions labels ep(t)
∈ {e1, . . . e8}, and the set of secondary emotions
es as the corresponding subset of labels es(t) ⊂
{e1, . . . e8}. Given an article a, which is composed
of a set of paragraphs a = {p1, . . . , pn}, the task
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Sind Genmanupulationen moralisch vertretbar?
[Are gene manipulations morally justifiable?]

Diskutierend Ein Tabu fällt: Grossbritannien erlaubt es Forschern, die Gene von Embryos zu manipulieren. Die
wichtigsten Fragen und Antworten.

[Discussion] [A taboo has been lifted: The UK allows researchers to manipulate the genes of embryos. The most
important questions and answers.]

Ja, dafür Mäuse, die mit dem Aidserreger infiziert sind, werden virusfrei. Diesen Erfolg haben Forscher mit
Medikamenten und der Genschere Crispr/Cas erzielt.

[In favour] [Mice infected with the AIDS virus become virus-free. Researchers have achieved this success with
drugs and the gene scissors Crispr/Cas.]

Nein, dagegen Ein chinesischer Wissenschaftler verkündet die Geburt zweier genmanipulierter Babys. Das sorgt
weltweit für Entsetzen.

[Against] [A Chinese scientist announces the birth of two genetically engineered babies. This is causing
worldwide horror.]

Kein Bezug Das Personal in Spitälern wird besser geschult, um zu verhindern, dass Patienten Medikamente in
falscher Dosierung oder gar nicht erhalten.

[Unrelated] [Hospital staff will be better trained to prevent patients from receiving the wrong dose of medication
or not receiving it at all.]

Table 4: Example from the CHeeSE dataset of the four different stance annotations ‘Diskutierend’, ‘Ja, dafür’,
‘Nein, dagegen’, and ‘Kein Bezug’ with regards to the same question. The table only contains the article’s snippet.

consists of (1) identifying the primary overall arti-
cle emotion and secondary emotions, if any, or ‘no
emotion’ ¬e, otherwise; (2) identifying the primary
and secondary emotions of each paragraph, if any,
or ‘no emotion’, otherwise.

emotion(a) ∈ {ep(a), {ep(a)} ∪ es(a), ¬e},
emotion(p1)∈ {ep(p1), {ep(p1)} ∪ es(p1), ¬e},
. . .
emotion(pn)∈ {ep(pn), {ep(pn)} ∪ es(pn), ¬e}
As in the stance annotation task, three different

annotators label each article and paragraph. The fi-
nal list of confirmed labels are those primary labels
with annotator agreement. That is, those primary
emotion labels that are also used as primary or
secondary emotion by a different annotator. This
results in 84% of the articles and 78% of the para-
graphs with at least one confirmed label. We com-
pute the IRA according to this definition as follows.
For every article, we check each combination of
two annotators (i.e. three pairs for three annota-
tors). For each pair of annotators, we count them
as agreement (1) if the annotators agree on the pri-
mary emotion or the primary emotion of one of the
annotators matches one of the secondary emotions
of the other. Otherwise, we count them as disagree-
ment (0). We then average over all annotator pairs
of all articles. The IRA of the article and paragraph
annotations are 0.50 and 0.42, respectively.12 We
then annotate the rest of the articles and paragraphs
without agreement as Unklar (‘unclear’).

12The IRA values include the articles labelled after balanc-
ing the stance class distribution (Section 3.4)

Overall, there are 76 question and article pairs in
the CHeeSE dataset, where both stance and article
emotion are annotated as Unklar. In contrast, there
are 2, 588 question-article pairs, where both stance
and article emotion have a confirmed label.

3.4 Balancing the Stance Class Distribution

We observe that some of the questions from the
annotated data have an imbalanced stance class
distribution. In particular, 17 questions have no
articles in favor and 40 have no articles against (see
examples in Table 5). To balance the distribution,
we perform a semi-automatic method to retrieve
additional articles that have a positive and negative
stance towards those questions.

Our semi-automatic method works as follows.
For each of the imbalanced questions, we first
search for related debates on discussion platforms
where users can argument in favor or against dif-
ferent topics, such as DebateHub.net,13 using the
question itself or the list of defined keywords (Sec-
tion 3.1). Next, we group the arguments for each
stance, resulting in two texts, one with arguments in
favor tfor and another with arguments against tagt.
Assuming that texts sharing the same position have
similar embeddings, we use their embeddings to
retrieve similar articles from our data (i.e. articles
that share the same stance). Specifically, we obtain
the embeddings of tfor and tagt and, for each em-
bedding, we rank our articles based on their cosine
similarity. Since our data and the arguments are in

13https://debatehub.net

https://debatehub.net
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Question examples without articles in favor

Soll Werbung für Kinder verboten werden?
[Should advertising to children be banned?]

Soll die 32 Stunden Arbeitswoche eingeführt werden?
[Should the 32-hour work week be introduced?]

Ist ein Krieg gegen ein anderes Land gerechtfertigt?
[Is war against another country justified?]

Questions examples without articles against

Sollte Sterbehilfe legal sein?
[Should euthanasia be legal?]

Sollen Plastikverpackungen verboten werden?
[Should plastic packaging be banned?]

Sollen Obdachlose staatlich subventioniert werden?
[Should homeless people be subsidised by the state?]

Table 5: Examples of questions with no articles in fa-
vor or against after the two-pass ranking approach.

different languages (mostly German and English),
we use a pre-trained multilingual BERT model to
obtain the embeddings.14 Finally, we manually go
through the most similar articles in each ranking
and keep those that share the corresponding stance.

Our semi-automatic method reduces the number
of questions with no articles against and in favour
from 40 and 17 to 21 and 9, respectively, resulting
in 116 additional question and article pairs in the
final dataset. Table 6 shows the final distribution of
the stance classes in the CHeeSE dataset. In addi-
tion, the table shows the total number of question
and article pairs without annotation agreement on
the stance annotation task (i.e. Unklar label).

4 Stance Detection Task

In the stance setting, the CHeeSE dataset provides
with (a) a natural-language question and its set of
related keywords; (b) a news article; (c) the stance
of the article towards the question. Similar to the
stance detection task defined in the FNC-1, we use
the stance classes Ja, dafür (‘for’), Nein, dagegen
(‘against’), Diskutierend (‘discussion’), and Kein
Bezug (‘unrelated’). The target-specific stance de-
tection task is then a multiclass classification task
that consists of predicting an article’s position to-
wards its associated question.

We assess different baselines on the task using
the CHeeSE dataset as a reference for future work.
The proposed baselines are a bag-of-words linear
classifier and a BERT-based model (Devlin et al.,

14https://huggingface.co/
bert-base-multilingual-uncased

Label Two-pass Two-pass-ext All

Diskutierend 620 154 774
Ja, dafür 509 193 702
Nein, dagegen 232 54 286
Kein Bezug 403 1,025 1,428

Unklar 332 171 503

Table 6: Stance class distribution in the final dataset
(‘All’ column), consisting of the data collected after the
two-pass ranking approach (‘Two-pass’) and its exten-
sion (‘Two-pass-ext’). The question-article pairs with
the Unklar (‘unclear’) label are those without annota-
tion agreement.

2019), a multi-layer bidirectional Transformer en-
coder (Vaswani et al., 2017), which has shown to
achieve the state-of-the-art performance on a wide
range of natural language processing tasks (Rad-
ford and Narasimhan, 2018; Wu and Dredze, 2019;
Peters et al., 2018). We report their class-wise F1

and macro-averaged F1 score, which is not affected
by the majority class (Hanselowski et al., 2018).

Since the amount of training data is relatively
small compared to other similar datasets, such as X-
stance or FNC-1 (see Table 8), we perform five-fold
cross-validation on the CHeeSE dataset, keeping
the same class distribution in each fold as in the
entire dataset. In our experiments, we exclude the
instances annotated as Unklar (‘unclear’), which
are those with no annotator agreement.

4.1 Baseline Experiments
We evaluate two baselines: a bag-of-words linear
classifier and a BERT-based model, and report their
F1 scores on the CHeeSE dataset.

Bag-of-Words Linear Classifier Our first base-
line is a bag-of-words linear classifier built using
fastText15 as described in Joulin et al. (2017). We
train the model for 50 epochs and a learning rate of
1 as recommended in the standard fastText settings.

Fine-tuned German BERT model As a second
baseline, we fine-tune a pre-trained BERT model.
Specifically, we first adapt the pre-trained German
BERT model bert-base-german-uncased
from Hugginface (Wolf et al., 2020)16 to the stance
detection task and extend it with a multiclass clas-
sification head. We then fine-tune the model on our
data for four epochs and a learning rate of 3e-05.

15https://github.com/facebookresearch/
fastText/

16https://huggingface.co/dbmdz/
bert-base-german-uncased

https://huggingface.co/bert-base-multilingual-uncased
https://huggingface.co/bert-base-multilingual-uncased
https://github.com/facebookresearch/fastText/
https://github.com/facebookresearch/fastText/
https://huggingface.co/dbmdz/bert-base-german-uncased
https://huggingface.co/dbmdz/bert-base-german-uncased
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Model F1 micro F1 macro F1 in favour F1 against F1 discussion F1 unrelated

Bag of words 50.8 41.9 42.8 20.5 39.9 64.3
German BERT 67.6 58.4 59.1 35.8 55.3 83.3

Table 7: Micro-averaged F1, macro-averaged F1 and class-wise F1 scores for each baseline on the stance detection
task. Fine-tuning the pre-trained German BERT model on the CHeeSE data outperforms the bag-of-words linear
classifier.

Datasets Lang Training Classification Unrelated samples Avg. tokens F1 macro

X-stance multiple ∼46k binary n/a 61 76.8
FNC-1 English ∼61k multiclass (4) randomly selected 432 72.8
CHeeSE German ∼3k multiclass (4) two-pass ranking 843 58.2

Table 8: Overview of different stance detection benchmarks built using pre-trained BERT models on the X-
stance (Vamvas and Sennrich, 2020), FNC-1 (Slovikovskaya and Attardi, 2020), and CHeeSE datasets. The bench-
marks are not directly comparable as there are differences on the training sizes of the datasets, the classification
task (multiclass or binary), or the nature of the unrelated samples. The ‘avg. tokens’ column refers to the average
token length of the stance target (question or headline) and body text pairs.

Results Table 7 shows the macro-averaged and
class-wise F1 scores of the bag-of-words and the
fine-tuned German BERT baselines. The results
show that the pre-trained German BERT model fine-
tuned on the CHeeSE data performs consistently
better than the bag-of-words linear classifier. We
also observe that the unrelated stance class is the
easiest to correctly identify. Note that the unre-
lated annotations represent about 40% of all stance
annotations in our dataset (see Table 6).

BERT-like models have shown to perform well
in other stance detection tasks. Table 8 lists differ-
ent supervised stance detection benchmarks built
using BERT models. Note that there are differences
on the total of predicted labels in the classification
task (binary or multiclass), the nature of the unre-
lated samples as discussed in Section 3.3, and the
training sizes; in fact, the training sizes of the X-
stance and FNC-1 are considerably higher than the
CHeeSE dataset. Therefore, we provide the scores
as a reference rather than for comparative purposes.

5 Discussion and Future Work

The emotion of a text is closely related to sentiment
analysis. Zhang et al. (2020), for example, lever-
age semantic-emotion knowledge in a cross-target
stance detection task with positive results. How-
ever, there is insufficient research on combining
emotion and stance information; perhaps due to
the lack of datasets with both annotations. Since
the CHeeSE dataset is annotated for both stance

and emotion detection tasks, it allows the research
community to further experiment in this direction.

In our experiments, we fine-tune a German pre-
trained BERT model on our dataset. BERT-like mod-
els are able to deal with input sequences of up to
512 tokens. Since our dataset consists of news arti-
cles that are on average 843 and up to 4, 130 tokens
long, it would be interesting to assess the impact
on stance detection when considering longer texts.
Therefore, in future work we plan to experiment
with model architectures that handle long input se-
quences, such as the Longformer, which processes
sequences up to 4, 096 tokens long and even up to
16k with the current GPUs (Beltagy et al., 2020).

The size of the CHeeSE dataset is considerably
smaller than other stance datasets as shown in Ta-
ble 8. Specifically, our dataset contains ∼3k train-
ing instances compared to, for example, the ∼61k
from the FNC-1. More advanced models than our
baselines could benefit from combining multiple
datasets to achieve a better performance. For ex-
ample, in multi-task learning, a model is simultane-
ously trained on related tasks, such that it learns to
better generalise on the original task (Schiller et al.,
2021; Hardalov et al., 2021).

We also expect the dataset to be a valuable re-
source in computational journalism, for example,
to generate diverse news article portfolios or to pro-
vide a balanced exposure of articles’ positions with
recommender systems.
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6 Conclusion

We presented the CHeeSE dataset, a manually an-
notated dataset of Swiss news articles. In contrast
to most of the available datasets, which focus on
short texts and/or the English language, the novelty
of our dataset is that it provides document-level
annotations on German news articles. Specifically,
the dataset consists of a collection of German news
articles automatically paired with debate questions.
A team of native German speakers labelled each
article and question pair with the stance of the arti-
cle towards the question, the article emotion, and
the emotion of each article’s paragraph. We then
performed target-specific stance detection as a su-
pervised task using the CHeeSE dataset and provide
baseline models as a reference in future research
on stance detection in German news articles.
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Figure 2: Example of the interface of the labelling tool that we use to annotate the CHeeSE dataset. For each article
and question pair, the annotators label the emotion of each article’s paragraph, the emotion of the overall article,
and the stance of a debate question towards the article.


