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Abstract
Aspect extraction is not a well-explored topic
in Hindi, with only one corpus having been
developed for the task. In this paper, we dis-
cuss the merits of the existing corpus in terms
of quality, size, sparsity, and performance in
aspect extraction tasks using established mod-
els. To provide a better baseline corpus for
aspect extraction, we translate the SemEval
2014 aspect-based sentiment analysis dataset
and annotate the aspects in that data. We
provide rigorous guidelines and a replicable
methodology for this task. We quantitatively
evaluate the translations and annotations us-
ing inter-annotator agreement scores. We also
evaluate our dataset using state-of-the-art neu-
ral aspect extraction models in both monolin-
gual and multilingual settings and show that
the models perform far better on our corpus
than on the existing Hindi dataset. With this,
we establish our corpus as the gold-standard
aspect extraction dataset in Hindi.

1 Introduction

Recent literature has seen an increase in the amount
of work being done in fine-graining downstream
NLP tasks. One common method of fine-grained
analysis is the use of aspect information. An as-
pect term is an entity of interest which identifies a
unique aspect of a predefined topic or domain (Pon-
tiki et al., 2014). For example, in the restaurant
domain, service and seasoning are aspects. While
aspect extraction (AE) has been often seen as a sub-
task of fine grained aspect-based sentiment analysis
(ABSA), recent advances in literature have estab-
lished it as an independent task which can be used
in other downstream tasks as well, such as sum-
marization (Frermann and Klementiev, 2019) and
topic-specific information retrieval such as opinion
mining (Asghar et al., 2019).

Aspect extraction (as a subtask of aspect-based
sentiment analysis) datasets and models have been

developed for multiple languages. ABSA has been
a shared task in SemEval 2014 (Pontiki et al., 2014),
2015 (Nakov et al., 2015), 2016 (Pontiki et al.,
2016), and as a part of the overall task of sentiment
analysis on Twitter in SemEval 2017 (Rosenthal
et al., 2017). These tasks have garnered a lot of at-
tention in various languages including Arabic, Chi-
nese, Dutch, French, Russian, Spanish and Turkish.
Each monolingual dataset consisted of one or two
domains with each language having anywhere be-
tween 4,000 to 9,000 sentences overall (including
the train and test split). For Indian languages, there
has been some work in developing a dataset for
aspect extraction in Hindi (Akhtar et al., 2016) and
Telugu (Regatte et al., 2020).

Limited work has been done on improving the
state of AE and ABSA in Hindi beyond the devel-
opment of a singular dataset, namely Akhtar et al.
(2016). Existing evaluations show that existing se-
quence tagging models (both general and specific
to AE) have performed very poorly on this dataset
when their performance is compared to English
AE as well as in similar sequence tagging tasks in
Hindi such as named entity recognition (NER) and
event detection.

In this paper, we thoroughly analyze the existing
dataset for AE in Hindi and explain the reason for
the poor model performance. We then propose the
creation of a parallel corpus, by manually translat-
ing the SemEval-2014 ABSA corpus (Pontiki et al.,
2014). We provide detailed guidelines and chal-
lenges faced during the creation of this resource.
We show that our dataset performs much better than
the existing dataset for Hindi using baseline as well
as state-of-the-art neural models for AE. Finally,
we leverage the SemEval-2014 corpus to perform
zero-shot and fine-tuned aspect extraction in Hindi
using multilingual BERT with baseline and SoTA
neural models in the dataset we have created.

Therefore, the main contributions of this paper
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are:

• providing an in-depth qualitative and quantita-
tive analysis of the existing Hindi AE dataset,

• creating a new resource for aspect extraction
in Hindi by translating the SemEval 2014 cor-
pus into Hindi1,

• providing detailed guidelines and challenges
associated with the creation of this corpus, as
well as explaining the quality of the transla-
tions and annotations, and

• evaluating the new dataset using state-of-the-
art neural sequence labeling models for aspect
extraction in Hindi in monolingual and multi-
lingual settings using transfer learning.

We establish that our corpus is a more robust
and representative corpus for aspect extraction in
Hindi, and its parallel nature can be exploited for
a large number of downstream tasks including re-
view translation, cross-lingual opinion mining, and
aspect-based sentiment analysis.

2 Dataset Development

As discussed in Section 1, Akhtar et al. (2016)
is the only corpus for aspect term extraction and
aspect-based sentiment analysis in Hindi. In this
section, we discuss the inadequacy of this corpus
by analyzing the data qualitatively, statistically and
through experiments using established aspect ex-
traction models. We also detail the process of cre-
ating a parallel aspect extraction datset from the
English gold standard dataset (Pontiki et al., 2014).
This resource can be treated as an individual Hindi
aspect extraction dataset or can be considered a
parallel resource for the aspect extraction task.

The annotation format used for the existing
dataset and the dataset being created is the Begin-
Inside-Outside or BIO sequence labeling format
(Ramshaw and Marcus, 1999). This format anno-
tates each word with a corresponding label where a
word labeled B denotes the first word of an aspect,
I denotes any word within the aspect span and O
denotes the words outside the aspect span.

2.1 Analyzing Existing Datasets
In this section, we aim to prove based on a quali-
tative and statistical analysis of the Hindi ABSA

1https://drive.google.com/file/d/
1wrCHi3VbQjosvhmpfS577TXZL-O6UbUo/view?
usp=sharing

dataset for AE, and compare it to the SemEval-
2014 English ABSA dataset. Some of the metrics
for comparison include the number of sentences,
number of aspects, ratios of Bs, Is, and Os and the
number of marked sentences (sentences with one
or more aspects). We explain how these compar-
isons explain the quality of the dataset for this task
as well. We also show a quantitative performance
analysis of these datasets on baseline model as well
as the state-of-the-art models in sequence tagging
and aspect term extraction in Section 3.1.

The Akhtar et al. (2016) dataset consists of
5, 147 sentences, and a total of 4, 509 aspect terms.
The combined SemEval-2016 dataset shows a sim-
ilar trend, with 6, 092 sentences and 6, 072 aspect
terms. However, on a closer analysis of the dataset,
detailed in Table 1, we see three prominent distin-
guishing factors:

1. While the percentage of marked sentences
(sentences with one or more aspects) is higher
in the Hindi dataset than in the English one,
there is a noticeable difference between the
average number of aspects per sentence (both
for marked sentences and overall).

2. The percentage of Is in the Hindi dataset
(3.26%, 3, 135 out of 96, 140 words) are
higher than the English dataset (2.96%, 2, 564
in 86, 552 words), while the number of Bs in
the Hindi dataset are lower. This implies that
in multi-word aspects are far more common
in Hindi than they are in English. Further, the
percentage of Os is higher in the Hindi dataset
as well, so there are not as many words which
are aspect terms either.

3. The data in Hindi corpus is from 12 different
domains, with some domains having less than
50 sentences. So, not only is there a large
variety in topics and aspects per topic, there is
also a high disparity in the number of samples
per topic. In contrast, the English dataset is
derived from only two different domains, with
over 2000 sentences per domain.

This disparity in the number of aspects per topic
as well as the noticeable difference in the number
of multi-word aspect terms implies that corpus de-
veloped by Akhtar et al. (2016) is sparse with very
few examples of the syntactic features, aspects and
their categories.

https://drive.google.com/file/d/1wrCHi3VbQjosvhmpfS577TXZL-O6UbUo/view?usp=sharing
https://drive.google.com/file/d/1wrCHi3VbQjosvhmpfS577TXZL-O6UbUo/view?usp=sharing
https://drive.google.com/file/d/1wrCHi3VbQjosvhmpfS577TXZL-O6UbUo/view?usp=sharing
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Figure 1: Some examples of inconsistent samples in
the Hindi dataset. The words in bold face are the same
in both examples, transliterated into Devnagari on the
left and left Romanized on the right in different training
samples.

Further qualitative analysis of the data reveals
discrepancies in the data creation methodology, par-
ticularly surrounding technical terms which do not
have commonly used translations. Terms such as
‘computer’, ‘megapixel’, ‘quad core’ and ‘proces-
sor’ have been transliterated in some examples and
have been left Romanized in others. Given the
low number of examples per category, this incon-
sistency contributes to the data sparsity. Figure 1
shows a few examples of such inconsistencies.

Finally, we see examples of incorrect annota-
tion which also contributes to the dataset quality
in terms of performance in machine learning mod-
els. These incorrect annotations include incorrect
spacing between words in the original review text,
incomplete aspect annotation where the last char-
acter of the last word of the aspect was not a part
of the aspect span, and subword level aspects due
to stemming, lemmatization and dehyphenation.

There are two available task performance mea-
sures for the term of aspect extraction in the Hindi
dataset:

• Akhtar et al. (2016) analyzed aspect term ex-
traction using the BIO annotation using con-
ditional random fields (CRFs) for sequence
labelling. They report an average F1 score
of just 41.07%. The CRFs used were heavily
feature engineered to use features such as se-
mantic orientation, local context tagging and
bigram specific features.

• Akhtar et al. (2020) performed joint model-
ing and end-to-end aspect extraction on both

the Hindi as well as the Pontiki et al. (2014)
English dataset. They reported a maximum
F1 score of 83.36% for the English dataset
using an end-to-end architecture, while the
maximum F1 score for Hindi using the same
architecture was 52.03%. Other experiments
also show this vast disparity.

These discrepancies show that even heavily
feature-engineered statistical models as well as
neural models do not perform well on the exist-
ing Hindi dataset and the neural models seem to
perform a lot better on the SemEval 2014 dataset.
An aspect term extraction task comparison for vari-
ous models can be found in table 3 for a number of
models described in section 3.1.

Table 3 shows that the discrepancies noted by
Akhtar et al. (2020) continue to hold across multi-
ple neural models. The difference between the F1
scores between the two datasets is nearly 40% for
all three models, with the maximum F1 score in the
Hindi dataset being a mere 38.21% for the DeCNN
model. We conclude through this thorough analysis
that the Akhtar et al. (2016) dataset is inadequate as
a benchmark dataset for aspect extraction in Hindi.

2.2 Constructing the Parallel Corpus
We construct a parallel corpus by translating the Se-
mEval 2014 English aspect based sentiment analy-
sis dataset of restaurant and laptop reviews (Pontiki
et al., 2014). The dataset constructed by this trans-
lation can be used as an independent Hindi dataset,
or can be used such that it leverages the English
dataset for aspect extraction. By using the guide-
lines provided below, we are able to preserve the
diversity of syntactic constructions from the orig-
inal dataset, making the quantitative comparisons
more representative.

The final dataset constructed by this methodol-
ogy consists of 5989 sentences with 5864 aspects.
Not all the sentences could be translated based
on our guidelines which aim at maintaining natu-
ralness and fluency. The guidelines pertaining to
the translation and aspect extraction have been dis-
cussed below, followed by the methodology of an-
notation. The comparative statistics of this dataset
can be found in 1, when compared to Akhtar et al.
(2016) and Pontiki et al. (2014).

Annotation Guidelines The guidelines for cre-
ating this parallel corpus were twofold, translating
the dataset into Hindi and identifying the aspect
terms in the translations.
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The translation methodology adopted for this
task had to account for fluency, accuracy and style.
Not only did the translated reviews had to be as
semantically similar to the original review as possi-
ble, but they also had to be faithful to the style of
restaurant and technology reviews in Hindi. In or-
der to achieve a natural translation true to this style,
we propose the following translation guidelines.

1. For proper nouns and other names in English,
such as locations, company names and other
named entities, annotators were asked to di-
rectly use Roman script. For example: Brook-
lyn, 2nd Street, Sony. We found that proper
nouns in both domains indicated a property
of the main topic and rarely that of an aspect,
so using Roman script could aid in attribute
extraction without being a problem in aspect
extraction or other downstream tasks.

2. For common nouns without Hindi translations,
or with very obscure translations which are
not commonly used, annotators were asked to
transliterate these nouns into Hindi. This was
done in order to maintain consistency in the
use of technical terms which could act as as-
pects in the Hindi sentence, while maintaining
the domain-specific naturalness and fluency
of the translated sentence. Word such as key-
board, bluetooth, monitor, sake and soy sauce
were transliterated into Hindi.

3. Aspect descriptions often contain idiomatic
constructions or other compositional phrases.
Translators were asked to simplify these
phrases to their meaning rather than translate
word for word. Therefore, for phrases such
as ‘on the nose’ was translated to yathaarth
(meaning ‘obvious’) rather than naak ke upar
(literally meaning ‘on or over the nose’)

4. For common nouns with gender and number
inflections, annotators were asked to transliter-
ate the root word (as mentioned in rule (2)) but
use the Hindi inflection markers. As English
pronouns and nouns are not gender marked,
the default male inflection is used whenever
applicable.

5. For all other words, aspects and aspect de-
scriptions, translate into Hindi using the most
commonly used words given the appropriate
context. In the case where the context is so

scarce that there is no way to translate the sen-
tence in a way that preserves meaning, do not
translate the sentence.

After the translation, a different group of anno-
tators were asked to identify aspect terms. Aspect
term identification guidelines were the same as
those used in the SemEval-2014 ABSA task2 (Pon-
tiki et al., 2014). The annotators were asked to
annotate all single or multiword terms which were
a particular aspect of the target entity (i.e. ‘Restau-
rant’ or ‘Laptop’).

Annotation Methodology Each sentence in the
Pontiki et al. (2014) dataset was translated by four
translators, two undergraduate and two graduate
students. All translators are bilingual speakers of
Hindi and English and are between the ages of
18 and 22. The translated sentences were then
provided to two other annotators for the aspect
extraction task. These annotators were in the same
age group and of the same composition in terms of
expertise in Hindi and English.

Translation was performed in two phases:
aspect-aware and aspect-blind translations. In
aspect-aware translation, the translator were pro-
vided the aspect terms while translating the sen-
tence and were to retain as many aspects in the
translated sentence as possible while maintaining
the rules of translation mentioned above. In the
aspect-blind translation, the translators were pro-
vided just the sentence to translate with no addi-
tional instructions. This two-phase translation was
done to determine the fluency and naturalness of
the translations with respect to one another with
and without the constraint of maintaining aspects.
The dataset contains the most fluent version of the
annotations and those which maintain the most as-
pects from the source sentences in the SemEval
dataset.

These translated sentences were provided to the
final annotators, who were asked to identify the
aspects in these sentences based on the guidelines
provided above. This was compared to a direct
translation of the extracted aspects in the source
sentence (which were provided in the dataset).

Challenges in Annotation Some of the main
challenges in translating the data are detailed be-
low.

2http://alt.qcri.org/semeval2014/
task4/data/uploads/semeval14_absa_
annotationguidelines.pdf

http://alt.qcri.org/semeval2014/task4/data/uploads/semeval14_absa_annotationguidelines.pdf
http://alt.qcri.org/semeval2014/task4/data/uploads/semeval14_absa_annotationguidelines.pdf
http://alt.qcri.org/semeval2014/task4/data/uploads/semeval14_absa_annotationguidelines.pdf
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Metrics Akhtar et al. (2016) Pontiki et al. (2014) Our Dataset
Total # Sentences 5417 6092 5989
Total # Aspects 4509 6072 5864
Total # Tokens 96140 86552 104618

% Sentences marked with Aspects 61.5% 57.7% 57.9%
Avg. # of aspects per sentence 0.81 0.99 0.98
Avg. # of aspects per marked 1.32 1.72 1.69

% of Bs 4.69% 7.01% 5.60%
% of Is 3.26% 2.96% 2.80%
% of Os 92.15% 90.22% 91.60%

No. of Domains 12 2 2

Table 1: Some basic comparative statistics between the aspect extraction and aspect based sentiment analysis
datasets. We see that while the Hindi dataset has lower number of samples, fewer aspects, lower ratio of aspects
per sentence and lower number of sentences with aspects. Interestingly, however, these words have been added to
a much larger number of domains in Hindi and there are higher number of words with the I and O tags.

1. The most common problem in translation
was semantically compositional constructions
such as idiomatic phrases. Phrases such as
“boy oh boy”, “don’t look down your nose” etc.
were descriptive of a given aspect in the cor-
pus, but could not be easily translated due to
a lack of natural corollaries for these phrases
in Hindi.

2. Constructions with puns and aspects embed-
ded in the compositional constructions were
the biggest challenge to the translation. For ex-
ample: ‘But that wasn’t the icing on the cake:
a tiramisu that resembled nothing I have ever
had’ had the aspect ‘icing on the cake’ which
is both literal and metaphorical in this sen-
tence. In the final version of the data, these
sentences have not been included due to very
high disparity between the translations and the
difficulty in extracting aspects.

3. Elided references were a concern for transla-
tors. For example, a sentence such as ‘A cheap
eat for NYC, but not for dosa.’ uses the term
‘eat’ to refer to a ‘place to eat’ which is also
an aspect in this sentence. A direct translation
forces this elision to be explicit, which also
changes the aspect term.

4. Hindi syntax has relatively free word order,
which affords fragmentation of noun and verb
phrases by adjectives and adverbs respec-
tively. The aspect-aware and aspect-blind
translations often differed in such cases, as
the aspect-aware translation is not fragmented,
but is also generally unnatural according to the

annotators. For example, the phrase “every-
thing bagel with lox spread” has the annotated
aspect bagel with lox spread, but gets trans-
lated to lauks spred ke saath evarithing begal
(where the word “everything” fragments the
aspect term).

5. Certain aspect terms translate only based on
context, which is not always provided in the
data. An example of this is ... mine was well
done and dry without a subject in reference,
where the term well done can have different
translations in different contexts (such as a
well-done steak versus an actual compliment).

Due to these challenges in dataset annotation
and the lack of context to make an informed trans-
lation which was natural and fluent, some sentences
and aspects could not be translated into Hindi.
Therefore the Hindi dataset has a few fewer sen-
tences that the English dataset. The final translated
dataset consists of 5,989 sentences with 5,864 as-
pect terms.

2.3 Dataset Analysis
In this section, we show some basic statistical anal-
yses of the dataset including the annotator per-
formance in translation and aspect term extrac-
tion. For translation performance, we compare
the ROUGE-L scores across the translators, while
for the annotation task, we use the Fleiss’ Kappa
metric.

We evaluate these translation based on the
ROUGE-L metrics as the average review length is
no more than 15 words, and most words have only
one (or very few) variations in translation. Given
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Comparison ROUGE-L Fleiss’ Kappa
Aspect-aware 0.8994 0.8961
Aspect-blind 0.8722 0.9244

Overall 0.8960 0.9130

Table 2: The average ROUGE-L and Fleiss’ Kappa
score in the translation and annotation tasks respec-
tively.

the stringent translation/transliteration guidelines,
lack of extensive vocabulary in the descriptions and
less number of words per sentence, the ROUGE-L
metric is a decent approximation of the translation
quality provided by the annotators. The ROUGE-L
metric also accounts for the relative free-word or-
der nature and constituent rearrangement (Lin and
Och, 2004).

ROUGE-L is the comparison of the longest com-
mon subsequence between two translated phrases.
Given the translations X of length m and Y of
length n, the ROUGE-L score is given by:

Rlcs =
LCS(X,Y )

m
(1)

Plcs =
LCS(X,Y )

n
(2)

Flcs =
(1 + β2)RlcsPlcs

Rlcs + β2Plcs
(3)

where β =
Plcs

Rlcs
when

∂Flcs

∂Rlcs
=

∂Flcs

∂Plcs
. This

value is an F-measure. In Table 2 we show the
comparison between the ROUGE-L scores of the
aspect-aware and aspect-blind translations, by tak-
ing a weighted average over the entire dataset based
on the number of words in the source and target
sentence. We also show the score of the translation
with the highest ROUGE-L score with the rest of
the translations which has been used in the dataset.

Aspect extraction is treated as a sequence label-
ing task and is evaluated using the Fleiss Kappa
metric (Fleiss and Cohen, 1973). Fleiss’ Kappa is
a multiclass inter-annotator agreement score which
is computed as follows:

κ =
P̄ − P̄e

1− P̄e
(4)

where P − Pe is the actual degree of agreement
achieved and 1 − Pe is the degree of agreement
above chance. Given N tokens to be annotated and
n annotators, with k categories to annotate the data.
We first calculate the proportion of annotations in

the jth domain as:

pj =
1

Nn

N∑
i=1

nij , 1 =

k∑
j=1

pj (5)

We then calculate Pi, the degree of agreement
with the ith annotator as:

Pi =
1

n(n− 1)

k∑
j=1

nij(nij − 1) (6)

=
1

n(n− 1)

 k∑
j=1

n2ij

− n
 (7)

Finally we calculate P̄ and P̄e as:

P̄ =
1

N

N∑
i=1

Pi (8)

P̄e =

k∑
j=1

p2j (9)

The Fleiss’ Kappa scores of the aspect-aware,
aspect-blind and overall translations are provided in
table 2. The high Fleiss’ Kappa scores indicate the
confidence in the aspect identification guidelines.

Note that the ROUGE-L score of the aspect-
aware translation is higher than the overall as
well as the aspect-blind translations, as transla-
tors often resorted to word-for-word translations
in order to preserve each and every aspect of the
sentence with its associated semantic information.
Note that ROUGE-L is the weighted average of
the F-measure taken over all the sentences in the
dataset, weighted based on the number of words
in the source and target sentences. For the over-
all ROUGE score, the weighted average was taken
over the dataset, weighted based on the number
of words in the sentence which gave the highest
comparative score for each translation.

Another important insight into the corpus is
the difference in aspect coverage between the
aspect-aware and the aspect-blind translations. As
mentioned in 2.2, aspect-blind translations often
dropped aspects due to constraints in syntactic rep-
resentation or incoherent translation due to sen-
tence semantics, such as due to complex idiomatic
phrases. The difference in aspect coverage was
seen in about 6% of the corpus, specifically, 358
sentences overall.
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3 Evaluating the Dataset

In this section, we detail the evaluation of our trans-
lated aspect extraction dataset. We evaluate our
dataset using multiple monolingual and multilin-
gual models. The monolingual models are trained
and tested on the individual language datasets while
the multilingual models involve the use of trans-
fer learning from the SemEval-2014 dataset to the
dataset we have created.

3.1 Monolingual Aspect Extraction

We evaluate our dataset against the existing Hindi
dataset and the SemEval 2014 dataset using the
following baselines:

• CRF: We use a conditional random field with
basic features3 such as word form and POS
tag.

• BiLSTM: We use a vanilla BiLSTM as a base-
line model for aspect extraction as it is an es-
tablished baseline in seq2seq tasks (Liu et al.,
2015).

• BiLSTM-CRF: We use a BiLSTM to encode
the input sentence and a conditional random
field for the sequence labeling. This is a
commonly used baseline for sequence tagging
tasks (Huang et al., 2015).

We also use the following neural models for our
analysis:

• BiLSTM-CNN-CRF: The state-of-the-art in
neural named entity recognition. The archi-
tecture uses both character and word level
features in a CNN and BiLSTM respectively,
and using a CRF for sequence labeling tasks
(Reimers and Gurevych, 2017). We use a
slightly modified version where word embed-
dings are generated by concatenating char-
acter embeddings, as done by Prabhu et al.
(2019) for event detection in Hindi.

• DeCNN: The commonly adopted model for
aspect extraction specifically, this model uses
a combination of general and domain based
embeddings in multiple convolutional layers
and a fully connected layer with softmax for
label prediction (Xu et al., 2018).

3https://sklearn-crfsuite.readthedocs.
io/en/latest/tutorial.html

• Seq2Seq4ATE: This model is a sequence-to-
sequence model for aspect terms extraction.
The model uses a BiGRU encoder and a po-
sition aware attention variant of gated unit
networks as a decoder with softmax for label
prediction (Ma et al., 2019).

For consistency, in all the above mentioned mod-
els, we use the FastText embeddings for word as
well as character embeddings for both English and
Hindi (Bojanowski et al., 2017; Mikolov et al.,
2018; Grave et al., 2018). For the English dataset,
we use the Pontiki et al. (2014) train-test split (3045
training to 800 test sentences and 2000 training to
676 test sentences in the ‘Laptop’ and ‘Restaurant’
domains respectively). For the Hindi dataset, we
use a train-test split of 4062 train to 1355 test sen-
tences based on Akhtar et al. (2020). For the LSTM
based models, we use 128 unit LSTM layers, with
a hidden size of 1024, and a dropout of 0.4 over 50
epochs. For the CNN based model, we use a 128
filter network with a kernel size of 5 and hidden
embeddings of size 100 and dropout of 0.4 over 50
epochs.

We find that the Seq2Seq4ATE model is the best
performing model for this task across the datasets.
We see that the model performance on our dataset
is close to that on the English dataset. While the
human aspect extraction baseline shows that there
is a lot more work to be done in this task, our
dataset provides an adequate baseline for this task,
similar to those in the SemEval Aspect Extraction
subtask (Pontiki et al., 2014).

3.2 Leveraging Parallel Data

As mentioned in section 2, the corpus we have
developed aims to be a parallel corpus, which al-
lows us to use language invariant, transfer learning
based models for aspect extraction in Hindi. We
use the BERT mutilingual sentence embeddings
(Devlin et al., 2018) as the sentence representa-
tions for the English and Hindi on the (a) BiLSTM,
(b) BiLSTM-CNN-CRF and (c) the Seq2Seq4ATE
models, mentioned in Section 3.1. The BERT mul-
tilingual embeddings have been used for a variety
of tasks in Hindi including machine comprehension
(Gupta and Khade, 2020) and named entity recog-
nition (Pires et al., 2019), among other sequence
labeling tasks. Pires et al. (2019) showcases the
model efficacy in using monolingual corpora for
zero-shot code-mixed tasks as well, which would
be useful for our corpus.

https://sklearn-crfsuite.readthedocs.io/en/latest/tutorial.html
https://sklearn-crfsuite.readthedocs.io/en/latest/tutorial.html
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Model Akhtar et al. (2016) Pontiki et al. (2014) Our Dataset

Baselines

CRF 22.08 54.97 47.07
BiLSTM 20.71 61.01 54.77
BILSTM-CRF 34.71 62.61 50.26

Neural SoTA Models

BiLSTM-CNN-CRF 36.56 73.03 67.08
DeCNN 38.21 77.67 68.35
Seq2Seq4ATE 35.04 78.86 68.61

Table 3: F1 scores of established models on the monolingual aspect extraction task.

Training Model F1-score

Baseline
BiLSTM 41.06
BiLSTM-CNN-CRF 54.92
Seq2Seq4ATE 43.51

Zero-shot
BiLSTM 40.72
BiLSTM-CNN-CRF 56.16
Seq2Seq4ATE 42.08

Fine-tuned
BiLSTM 57.37
BiLSTM-CNN-CRF 62.12
Seq2Seq4ATE 66.28

Table 4: F1-score of the models by leveraging English
aspect extraction data using M-BERT. The baseline
score is based on using Hindi for training as well as
testing.

We design three experiments for evaluating our
dataset using M-BERT, which are detailed below.

1. M-BERT baseline where we train and test
on the Hindi sentences and aspects from our
dataset directly, using the M-BERT embed-
dings. This has been done to establish a base-
line for our experiments that follow for lever-
aging the English data.

2. Zero shot aspect extraction for Hindi where
we train using the English dataset and eval-
uate the model performances on the Hindi
data, in order to estimate how much aspect
information can be extracted about aspect rep-
resentation in this data which can be applied
on the Hindi dataset directly.

3. Fine tuned aspect extraction for Hindi where
we train the models on the Hindi and a small
part of the English dataset and test on the

translated Hindi test set. In this experiment,
we augment the training data and therefore
showcase the use of the English representa-
tion of aspect terms in the dataset. This is
done with the motivation to boost the token
representation of English tokens, as the Hindi
data contains English tokens in the form of
proper nouns. These tokens are aspects in a
part of the corpus and therefore introducing
this experiment improves the representation
and extraction of these aspect tokens.

Table 4 provides the F1-scores of the various
models described above. We use the pretrained
BERT Mulitilingual cased model. The best per-
forming model is the fine-tuned Seq2Seq4ATE
model with an F1 of 66.28. We also see that the
zero-shot performance of the BiLSTM-CNN-CRF
is better than the baseline, and that fine-tuning us-
ing English data definitely helps the model.

4 Conclusion

In this paper, we detailed the state of aspect extrac-
tion in Hindi by thoroughly analyzing and evaluat-
ing the currently available baseline dataset for this
task. By understanding the flaws in that dataset,
we explain its inadequacy in terms of lack of uni-
formity, high domain sparsity and incorrect aspect
annotations. We further compare its performance
with existing models to show that it performs very
poorly as compared to the existing English dataset.

We then explain the mechanism of creating a Se-
mEval style corpus for aspect extraction in Hindi,
by translating the English SemEval 2014 aspect
based sentiment analysis corpus. We provide a de-
tailed list of guidelines in order to make this task as
replicable as possible. We also focus on maintain-
ing the naturalness and fluency of the translations
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using transliteration wherever necessary. Our trans-
lation and annotation methodology is evaluated on
the ROUGE-L and Fleiss’ Kappa metrics respec-
tively.

We use this dataset to show performance on
basline statistical and neural sequence labeling
models, as well as the current state-of-the-art mod-
els in neural aspect extraction such as DeCNN and
Seq2Seq4ATE. We show that while the published
Hindi dataset does not perform nearly as well, we
provide comparable results to those models. Since
we have a parallel corpus, we also leverage the En-
glish data for improving aspect extraction in Hindi
using multilingual BERT.

Future work in this direction includes developing
an aspect based sentiment analysis corpus which
can be trained and tested in a multilingual manner
and fine-tuning multilingual BERT for few-shot
and zero-shot sequence labeling tasks.
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