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Abstract

Most works in food computing focus on gen-
erating new recipes from scratch. However,
there is a large number of new online recipes
generated daily with a large number of users
reviews, with recommendations to improve the
recipe flavor and ideas to modify them. This
fact encourages the use of these data for obtain-
ing improved and customized versions. In this
thesis, we propose an adaptation engine based
on fine-tuning a word embedding model. We
will capture, in an unsupervised way, the se-
mantic meaning of the recipe ingredients. We
will use their word embedding representations
to align them to external databases, thus en-
riching their data. The adaptation engine will
use this food data to modify a recipe into an-
other fitting specific user preferences (e.g., de-
crease caloric intake or make a recipe). We
plan to explore different types of recipe adap-
tations while preserving recipe essential fea-
tures such as cuisine style and essence simul-
taneously. We will also modify the rest of the
recipe to the new changes to be reproducible.

1 Introduction

Our dietary habits have a huge impact on health
and, thus, in quality of life. In the last decades,
the amount of nutritional data available has notably
increased. This fact, together with the ubiquity of
smartphones, has encouraged the use of machine
learning techniques for automatizing some tedious
and repetitive tasks as diet generation. In this con-
text, the food computing concept refers to the use
of food data to improve the quality of life as well as
understanding human behavior (Min et al., 2019).

Recipes and their composition have been largely
studied in food computing, especially in the food
recommendation systems field (Teng et al., 2012).
These systems mainly perform recipe-based nu-
trition assessment, looking for suitable combina-
tions to user preferences. The use of predictive

algorithms to understand relations between recipes
has emerged in the last years (Sajadmanesh et al.,
2017). Recently, authors have taken advantage of
these tools to generate synthetic food data. Recipe
generation is a current area of research, and the
latest works in the area have put their interest in the
creation of synthetic recipes. However, these works
have focused on automatized text generation from
scratch instead of taking direct advantage of the
already existing recipes to generate new versions.

In this thesis, we will address the problem of
partially-generation of recipes. Particularly, we
will put our effort into recipe adaptation and recipe
completion tasks. Online cooking communities
and social media generate daily a huge amount of
food data, mostly cooking recipes that users want
to share with the world. In these communities,
many users review the shared recipes, often giv-
ing feedback, customization, and suggestions for
tasty versions of a given recipe. We plan to use
this information to generate new recipe versions.
Particularly, we will modify recipes to fulfill the
user’s requests. There are many reasons to modify
a recipe, e.g., a diet restriction such as vegan or
vegetarian diets, a lack of ingredients at home, to
make the recipe tastier or cooking a kid-friendly
version.

Also, many users follow restricted diets linked to
nutritionist personalized assessment. A user would
require a light version of a given recipe or includ-
ing high-protein ingredients, among others. We
propose to automatize the process of ingredient
modification in a recipe and extend this idea with
a recipe completion task. In both cases, we can
consider several criteria simultaneously, such as
those mentioned before. Thus, we tackle twofold
challenges here; we have to preserve the seman-
tic of the recipe and its essence while combining
heterogeneous sources to incorporate nutrition and
user knowledge during the adaptation.
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Here, a specific-domain language model can able
us to tackle both purposes. We propose to use a
fine-tuned word embedding model as the base of
our contribution. We will use it to model the recipe
ingredients to incorporate useful information from
external sources (i.e., complete the ingredient data
with nutrition information, user tips, and cuisine
styles). Then, we will use the merged data in an
adaptation function to find the most suitable foods
to adapt a recipe to given restrictions. The semantic
information combined with the external data will
be the base of the adaptation engine. But adapting
recipes do not only consist of dealing with ingre-
dients. Likewise, we will use this model for a
synthetic adaptation of title, recipe steps, and extra
recipe data affected in the process.

2 Related work

Cooking recipes have been largely explored in food
computing (Min et al., 2019). Last recipe-based
works in food computing have surrounding agreed
with the advantages of data mining techniques to
understand how people cook. Regarding the use
of natural language processing approaches to re-
solve food computing tasks, they have been mainly
focused on the analysis of cuisines and ingredient
relations (Min et al., 2019). From a wide perspec-
tive, these relations have been addressed by using
the textual description of foods and flavor networks.
The latter has been widely studied with statistical
natural language processing methods (Takahashi
et al., 2012; Chen, 2017; Chang et al., 2018). Our
proposal is particularly related to the following top-
ics.

Recipe generation and completion Creative
cooking is the food computing area focused on
the automatic generation of new recipes. Here,
there is a distinction based on the approach. Syn-
thetic recipes are created in two main ways. One
is recipe completion, able to generate synthetic
partial recipes from already existing ones. Com-
pleting recipes has also been studied in the frame
of food recommendation systems. In (Cueto et al.,
2019), the authors tackle the problem of complet-
ing partial recipes by using context-based recom-
mendation. Recipe generation tasks have also
considered the cuisine style for adapting recipes
to other cultures (Kazama et al., 2018). In this
case, they propose a neural network method to
change ingredients for their equivalents in other
cuisines. Regarding recipe generation, cooking

recipes have been generated with natural text gen-
eration tasks (Aljbawi, 2020). Due to the repetitive
results that are usually obtained with this approach,
the authors in (Bosselut et al., 2018) proposed a
synthetic recipe generation model that considered
a reward to get more coherent and less repetitive
texts.

Word embedding in food computing Word em-
bedding models in food computing have been
mainly focused on ingredient analysis. One of
the more relevant works in this area is food2vec,
where the author used a word embedding model
trained with lists of ingredients to understand re-
lations between ingredients and cuisines of the
world (Altossar, 2015). Recipe2vec is another
model trained in food data, in this case, for recipe
retrieval purposes (BuzzFeed and Tasty, 2017). It
has been mentioned the many advantages of em-
bedding models referring to fusion heterogeneous
food data for multiple purposes, where nutritional
and social media textual data are integrated (Sal-
vador et al., 2017) more specialized in resolving
image recognition tasks rather than language pro-
cessing. In (Chen et al., 2019), the authors used a
word embedding model to detect ingredient rela-
tions to create pseudo-recipes. They used a model
trained on a list of recipes to detect which ingre-
dients appear together in recipes. They created a
pseudo-recipe object based on this idea.

Transfer learning The state-of-the-art in NLP
tasks is based in transfer learning models. It is very
useful for specific-domains where data are limited
since general-purpose models will perform poorly.
This approach allows to train models with a big-
ger capacity but capturing the subtle essence of the
problem addressed. The most well-known models
using fine-tuning for specific tasks are BERT (De-
vlin et al., 2019) and GPT-2 (Budzianowski and
Vulić, 2019) with excellent results. Transfer learn-
ing has been used in different specific areas, e.g., in
biomedicine (Lee et al., 2019). To the best of our
knowledge, transfer learning has not been proposed
to extract semantic information from food item de-
scriptions to combine heterogeneous sources.

Conditional text generation Controllable text
generation is the area where sentences’ attributes
can be controlled by factors such as age, gender,
or style (Prabhumoye et al., 2020). In this prob-
lem, we have a sequence output that is conditioned
by the sequence input. Text generation language
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models have to assess the need for controlling spe-
cific parts of the task for resolving a specific prob-
lem (Keskar et al., 2019). In this line, recent ap-
proaches have put interest in style transfer tech-
niques. Text style transfer has allowed adapting
a synthetic text to different situations such as au-
diences, complexity, and other contextual circum-
stances (Li et al., 2020). Recent style transfer algo-
rithms employ parallel data in supervised learning
approaches and non-parallel data in seq2seq archi-
tectures for unsupervised approaches. Also, Vari-
ational Auto-Encoders have been applied for this
aim by separating content and style in the latent
space for better adjustment of the style (Fu et al.,
2018).

3 Proposed methodology

We have divided our approach into two tasks ex-
plained in the following subsections.

3.1 Heterogeneous data-handling
The first problem that appears when modifying a
recipe is obtaining enough food knowledge to be
able to generate recipes that fulfill user preferences.
One of the main challenges to address in food
computing is the inherent difficulty in using food
features from many different nutritional sources.
Consequently, food items need previous process-
ing to handle them jointly. According to this idea,
we can use the item textual description to identify
equivalent items between databases, allowing the
joint use of these databases as a unique data col-
lection (Morales-Garzón et al., 2020). Notice that
ontology-based methods could perform well in this
problem. But these models have problems when
applied to ingredient-based tasks. They do not
represent high detailed ingredients, and also have
difficulty generalizing to online recipes. Further-
more, knowledge extraction has to be hand-crafted.
To overcome this, we propose to model ingredient
descriptions with a word embedding model. This
unsupervised model can deal with arbitrary-sized
text and capture the semantic of cooking.

Models Since the food domain is very-specific,
general-purpose word embedding models will per-
form poorly. This issue can be solved by using
pre-trained models and perform transfer learning.
Deep models will be trained in large unlabeled
text databases and, then, fine-tuned to the cooking
domain. This approach will be able to capture auto-
matically the semantic of cooking without human

supervision. First, we will do a transfer learning
task with a BERT language model (Devlin et al.,
2019). Using BERT will able us to deal with one
of the more compound facts when cooking: a same
ingredient can be used in different forms and meals
(e.g., a user could use flour for a cake, but also
frying fish). In a sentence-based model, we will
be able to represent the current context in which
an ingredient is used. This fact will able us to find
better food alternatives for each ingredient.

We plan to test the performance of our model
replicating the process with GPT-2 (Budzianowski
and Vulić, 2019). The main difference between
BERT and GPT-2 is while BERT looks at the con-
text of the word, GPT-2 only looks backward. In
this thesis, we will explore both and discern the
advantages of each one for the cooking domain.

Distance metrics We understand ingredient map-
ping as the search for an equivalent food in an ex-
ternal source. This similarity can be obtained by
calculating the distance between ingredient descrip-
tions. We consider an ingredient description as a
short description text (e.g. “almonds toasted”). We
plan to use food representations obtained with the
embedding vectors to find food equivalences within
databases. We plan to test the model performances
with different metrics including word mover’s dis-
tance as a baseline metric. We also plan to use a
distance metric proposed in (Morales-Garzón et al.,
2020), which has demonstrated to work remarkably
well with food data descriptions.

Dataset We plan to use a pre-trained word em-
bedding model trained on Wikipedia and Book
Corpus datasets1. We will re-train the model in
a food-based textual corpus. To do this, we will use
a large recipe dataset available in archive.org2. The
dataset contains more than 200,000 recipes with
their preparation step texts. These texts contain
meaningful information about the science of cook-
ing such as ingredient combinations and cooking
processes.

3.2 Adaptation engine
Deciding the most profitable version for a recipe
is a very subjective process. Consequently, follow-
ing human adaptation rules is difficult and very
tedious. Our approach consists in using word em-
bedding vectors to represent an existing cooking

1https://huggingface.co/models
2https://archive.org/details/

recipes-en-201706

https://huggingface.co/models
https://archive.org/details/recipes-en-201706
https://archive.org/details/recipes-en-201706
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Figure 1: An overview of the procedure

recipe. For that, we will extract the ingredients
from a recipe, and we will obtain their embedded
representations with the transfer learning model.
Once we have a representation of the ingredients,
we proceed with adapting them to fit the user re-
quirements. We will take advantage of the captured
information in the model to adapt the ingredients
(e.g., similarity relations between foods), with the
aim of preserving the recipe essence. In this way,
semantic relations between ingredients can influ-
ence the decision when changing an ingredient for
other that fits in the recipe. Besides, not only chang-
ing the ingredients will result in a finished recipe.
We will also generate automatic text from the in-
gredient list to make coherent cooking instructions.
Thus, the process consists of three steps: (1) ob-
tain a semantic representation of the ingredients,
(2) adapt the recipe by changing the ingredients
to other foods that fit, (3) modify the rest of the
recipe accordingly, i.e., recipe preparation steps,
nutrition information, and title if need. Since title
and nutrition data can be easily obtained from the
final ingredients, the challenge resides in altering
the preparation text. Conditional generation and
style transfer techniques will be used in this last
step. At the end of this process, the user will have
the full recipe with the list of ingredients and the
cooking procedure, being able to reproduce it at
home. See Figure 1 for a better understanding of
this process.

Recipe modeling First, we will model a recipe
with the transfer learning model. The ingredient in-

formation contained in an online recipe is short
and may not be sufficient for making a quality
adaptation. As introduced, we plan to combine
the ingredients with food features such as cuisine
style, nutrition information, packaging information,
cooking tips, and potential ingredient relations. Un-
fortunately, this information has to be obtained
from external heterogeneous sources. We will join
this information in one object, merging the ingredi-
ent data with food knowledge from these external
databases. Subsection 3.1 describes this procedure.

Ingredient adaptation One part of the recipe is
properly adapting the ingredients. There are two
main ways of adapting a recipe. In the first case,
some ingredients of a recipe are replaced following
a criterion, e.g., converting a given recipe into a ve-
gan version, and, in the second case, it consists of
suggestions to add new ingredients. In both cases,
we can consider several criteria simultaneously. For
example, the users would like to do a recipe but
with fewer calories or more proteins.Here, we will
design the proper adaptation function according to
a multiobjective optimization problem with restric-
tions, e.g., maximizing the use of sweet ingredients
while minimizing the calories. This has to be sub-
jected to maintaining the coherence of the recipe.

Notice that only similarity-based functions will
be suitable for maintaining the coherence of the
recipe but they do not take into account other fac-
tors like calories. Thus, the ingredient adaptation
task will consider the joint ingredient data obtained
from the combination of the ingredient with exter-
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nal sources. Thus, we will be able to add adaptation
knowledge to this step.

Feeding the adaptation procedure We can
make use of user interactions with recipes to ob-
tain information about how users react to some
recipes. We will use online user interaction data
with recipes to be considered in the adaptation func-
tion. We can exploit this data to measure which
ingredient combinations are more appealing for the
users. We will analyze this data to extract knowl-
edge to feed the adaptation function.

Adaptation of the rest of the recipe Adapting
a recipe does not just consist of changing the ingre-
dients for another suitable option. We also need to
adapt the preparation step to fit with the new ingre-
dients. This part is compound because it needs to
remain the coherence of the original recipe when
possible. We plan to explore the use of word em-
bedding approaches to partially-generate synthetic
text using keywords. We will part from the original
recipe, detecting those steps that must be modi-
fied. Notice that some recipe objects also contain
nutrition tags for a serving. In this case, we will
adapt this information using the ingredient data if
allowed.

Dataset We plan to study recipes in specific
cuisines. For that, we will use recipes extracted
from Yummly. One of the tags stored in Yummly
recipe data is the geographical origin of the recipe.
There are several Yummly datasets online that we
can use, with ingredients, preparation texts, and
cuisine type3. Additionally, the Yummly website
provide users’ reviews, with their suggestions for
altering the recipe, and recommendations of ingre-
dients substitutions (and additions) to improve the
taste of the dish.

Regarding nutritional food data, there are open-
source nutrition dataset available for obtaining food
data from the most common foods and dishes.
One example is the USDA database, maintained
by the Department of Agriculture in the United
States (Gebhardt et al., 2008). There are also mar-
ket product sources for access to typical food in
specific zones of the world. Open Food Facts4 is
an open-source project with the aim of make world-
wide food products accessible.

3http://123.57.42.89/FoodComputing_
_Dataset.html

4https://es.openfoodfacts.org

There are available resources about how users
interact with recipes. The Food.com dataset5 avail-
able in Kaggle provide this info for more than
200,000 recipes from the popular cooking site
Food.com6.

4 Evaluation

Validating recipe adaptations is a subjective proce-
dure. Depending on the cultural factor, the type
of meal, the flavors, and other intrinsic combina-
tions, what could be an excellent recipe for a user,
could result to be untasted for another different one.
This variability makes it difficult to measure the
adequacy of an adapted recipe. To tackle this vari-
ability, we plan to evaluate the proposed method
with an online survey on both regular and expert
users. For this, we will generate adapted recipes
for different circumstances. Each recipe will re-
ceive a score, where the lowest value represents
that the adapted recipe is disgusting and the highest
is a very succulent recipe. Also, we plan to obtain
adaptation suggestions in this step to use them as
feedback for future improvement.

5 Strengths

With the arising of technology and, consequently,
the large amount of recipes shared on the internet,
food computing has played an undeniable role in
recipe retrieval systems. These systems allow ac-
cess to online recipes to speed up the recipe search-
ing whenever a user wants to prepare a dish. We
believe that the integration of our approach in the
cited software could meet user needs when looking
for cooking inspiration. Additionally, it is worth
noting that a recipe-based word embedding model
could be able to participate in multiple problems
of food computing. One of its applications is us-
ing them for detecting recipe similarity to ensure
variety in nutrition assessment systems.

We believe that food computing is not the only
application of our approach. Personalized beauty
treatment is another area in which our proposal
could be useful. Commonly, there can be found
on the internet many natural beauty care recipes
consisting of a list of ingredients and instructions
to create beauty remedies for different purposes.
Among other many factors, this kind of treatment
handles user expectations, allergies, and the cos-

5https://www.kaggle.com/shuyangli94/
food-com-recipes-and-user-interactions

6https://www.food.com

http://123.57.42.89/FoodComputing__Dataset.html
http://123.57.42.89/FoodComputing__Dataset.html
https://es.openfoodfacts.org
https://www.kaggle.com/shuyangli94/food-com-recipes-and-user-interactions
https://www.kaggle.com/shuyangli94/food-com-recipes-and-user-interactions
https://www.food.com


153

metic composition of the treatment. A transfer
learning model in this area could be applied to
adapt these kinds of treatments to the user’s needs.

6 Summary

Our proposal consists of using a transfer learning
model in the food domain to adapt recipes to fulfill
user needs. The challenge remains in using the
model for two different tasks. First, we plan to
use the model to complete ingredients information
with data from external sources, such as nutritional
data or cuisine traditions. Thus, we will employ
this joined data for adapting a recipe to fulfill a
need. Then, we will use the language model to
adequate the rest of the recipe to be consistent with
the adapted ingredients.
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