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Abstract

Recent advancements in data-to-text genera-
tion largely take on the form of neural end-to-
end systems. Efforts have been dedicated to
improving text generation systems by chang-
ing the order of training samples in a process
known as curriculum learning. Past research
on sequence-to-sequence learning showed that
curriculum learning helps to improve both the
performance and convergence speed. In this
work, we delve into the same idea surround-
ing the training samples consisting of struc-
tured data and text pairs, where at each up-
date, the curriculum framework selects train-
ing samples based on the model’s competence.
Specifically, we experiment with various diffi-
culty metrics and put forward a soft edit dis-
tance metric for ranking training samples. Our
benchmarks show faster convergence speed
where training time is reduced by 38.7% and
performance is boosted by 4.84 BLEU.

1 Introduction

Neural data-to-text generation has been the sub-
ject of much recent research. The task aims at
transforming source-side structured data into target-
side natural language descriptions (Reiter and Dale,
2000; Barzilay and Lapata, 2005). The process typ-
ically involves mini-matches which are randomly
sampled with a fixed size from the training set to
feed into the model at each training step. In this
paper, we apply curriculum learning to this pro-
cess, which was explored in neural machine trans-
lation (Platanios et al., 2019; Zhou et al., 2020),
and show how it can help in neural data-to-text
generation.

The main idea in curriculum learning is to
present the training data in a specific order, starting
from easy examples and moving on to more diffi-
cult ones, as the learner becomes more competent.
When starting out with easier instances, the risk of
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getting stuck in local optima early on in training
is reduced, since the loss functions in neural mod-
els are typically highly non-convex (Bengio et al.,
2009). This learning paradigm enables flexible
batch configurations by considering the material
properties as well as the state of the learner. The
idea brings in two potential benefits: (1) It speeds
up the convergence and reduces the computational
cost. (2) It boosts the model performance, without
having to change the model or add data.

With the release of large data-to-text datasets
(e.g. Wikibio (Lebret et al., 2016), Totto (Parikh
et al., 2020), E2E (Novikova et al., 2017)), neural
data-to-text generation is now at a point where train-
ing speed and the order of samples may begin to
make a real difference. We here show the efficacy
of curriculum learning with a general LSTM-based
sequence-to-sequence model and define difficulty
metrics that can assess the training instances, using
a sucessful competence function which estimates
the model capability during training. Such metrics
have not yet been explored in neural data-to-text
generation.

In this paper, we explore the effectiveness of
various difficulty metrics and propose a soft edit
distance metric, which leads to substantial improve-
ments over other metrics. Crucially, we observe
that difficulty metrics that consider data-text sam-
ples jointly lead to stronger improvements than
metrics that consider text or data samples alone. In
summary, this work makes the following contribu-
tions towards neural data-to-text generation:

1. We show that by simply changing the order of
samples during training, neural models can be
improved via the use of curriculum learning.

2. We explore various difficulty metrics at the
level of the data, text, and data-text pairs, and
propose an effective novel metric.
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2 Related work

The idea of teaching algorithms in a similar manner
as humans, incrementally from easy concepts to
more difficult ones dates back to incremental learn-
ing, which was discussed in light of theories of cog-
nitive development relating to the processes of ac-
quisition in young children (Elman, 1993; Krueger
and Dayan, 2009; Plunkett and Marchman, 1993).
Bengio et al. (2009) first demonstrated empirically
that curriculum learning approaches can decrease
training times and improve generalization; later ap-
proach address these issues by changing the mini-
batch sampling strategy to also include model com-
petence (Kocmi and Bojar, 2017; Zhou et al., 2020;
Platanios et al., 2019; Liu et al., 2020; Zhang et al.,
2018, 2019). While sample difficulty can be as-
sessed for text samples and data samples or jointly,
various measures have been proposed for text sam-
ples including n-gram frequency Haffari (2009);
Platanios et al. (2019), token rarity, and sentence
length (Liu et al., 2020; Platanios et al., 2019). Our
approach considers data and text jointly, similar to
edit distance metric — Levenshtein (Levenshtein,
1966) and Damerau-Levenshtein Distance (Dam-
erau, 1964; Brill and Moore, 2000a), which was
used as a content ordering metric in Wiseman et al.
(2017) to measure the extent of alignment between
data slots and text tokens.

3 Preliminaries of Curriculum Learning

We base our curriculum learning framework on the
two standard components: (1) model competence
(how capable the current model is at time t), and
(2) sample difficulty, which makes independent
judgement on each sample’s difficulty. Specifically,
we adopt the competence function ¢(¢) for a model
at time ¢ as in Platanios et al. (2019); Liu et al.
(2020):

. 1—¢3 9
qurt(t) S (0, 1] =min | 1,4/t 3 +¢§
t

(D
Where )\; is a hyperparameter defining the length
of the curriculum and is set to 2.5 as in Liu et al.
(2020). cg = 0.1 as Platanios et al. (2019). Follow-
ing this formulation, the number of new training
examples per unit time is reduced as training pro-
gresses to give the learner sufficient time to obtain
new knowledge. The sequence-to-sequence model
learns using the curriculum as outlined in Algo-
rithm 1 by primarily making batch-wise decisions
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Algorithm 1: Curriculum Learning Algo-
rithm

Input: Training set, D = {sq, ¢ }2;, consisting of
M samples, model (7), difficulty metric (d),
and competence function (c).
1 Compute the difficulty, d(s;), for each data-text pair
€ D (Section 4). _
2 Compute the CDF score d(s;) of d(s;), where
d(s;) € [0,1] (See Figure 2).
for training stept =1, ... do
Compute the model competence c(t) with 7.
Train 7 on sampled data batch, By, drawn
uniformly from all s; € D, such that
d(s:) < c(¥).
if ¢(t) = 1 then
| break.

[ )

=

Output: Trained model.

about which samples to add to each batch. This
decision is determined by comparing the compe-
tence score with the difficulty score as shown in
Algorithm 1.

4 Difficulty Metrics

For ease of discussion, we denote sequence to be
s, which can be either data or text, or their con-
catenation. For comparison, the difficulty metrics
use the unit tokens as tokenized by SpaCy'. We
begin with discussion on length and word rarity,
which were previously applied by Kocmi and Bojar
(2017); Platanios et al. (2019) on text sentences.

Length. Length-based difficulty is based on the
intuition that longer sequences are harder to en-
code, and that early errors may propagate during
the decoding process, making longer sentences also
harder to generate. It is defined as:

dlength(s) = N. )

Rarity. Word rarity of a sentence is defined as
the product of the unigram probabilities (Platanios
et al., 2019). This metric implicitly incorporates
information about sentence length since longer sen-
tence scores are sum of more terms and are thus
likely to be larger. The difficulty metric for word
rarity of a sequence s is defined as:

N
drarity(s) = - Z log p<wk)‘ 3)
k=1

"https://spacy.io/api/tokenizer
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Figure 1: Depiction of the process of soft edit distance metric with the Wagner-Fischer table. Each cell in the table represents

the edit distance to convert data substring’s into the text substring

Damerau-Levenshtein Distance. To consider
data and text jointly, we measure the alignment
between data slots and text using the Damerau-
Levenshtein Distance (dgqg) (Brill and Moore,
2000a).

We calculate the minimum number of edit oper-
ations needed to transform data (s,) into text (s;),
and relies only four operations: (a) substitute a
word in s, to a different word, (b) insert a word
into sy, (c) delete a word of s4, and (d) transpose
two adjacent words of s4. The process involves
recursive calls that compute distance between sub-
strings sﬁl € sqand s € s; at it" comparison.

Soft Data-to-Text Edit Distance. We here
present the proposed soft edit distance (SED): (1)
We include the basic add and delete edit operations
as in the Levenshtein Distance (Levenshtein, 1966),
which was used in Levenshtein Transformer (Gu
et al., 2019) as the only two necessary operations
for decoding sequences since it correlates well with
human text writing where humans “can revise, re-
place, revoke or delete any part of their generated
text”. We call this variant the plain edit distance
(PED). (2) Next, we weight the indicator func-
tion 1(s%, s) for each edit operation with the neg-
ative logarithmic unigram probability — log p(w)
for each token w € s?{ e in order to incorporate
the idea of word rarity into the edit distance met-
ric. For the delete operation, we use the w € sil
and for add operations, we use w € sé. This is
unlike the previous proposal by Brill and Moore
(2000b), in which edits are weighted by the token
transition probabilities — this is not suitable for our
scenario because there is no natural order of the
slot sequence in data samples.

2Previous work applies the Damerau-Levenshtein Distance

to slots in data (e.g. “[name]” in Figure 5) and extracts slots
from text.
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The soft distance metric dgeq is in principle sim-
ilar to calculating the logarithmic sum as defined
in the rarity function, but instead incrementally
compares all substrings and calculates their edit
distances. This way, dsq includes the information
on length, rarity but also combining the edit opera-
tions. We show this process in Figure 5.

Note that we can compute length and rarity on
the concatenation of input data and text sequence,
or as individual sequences; whereas Damerau-
Levenshtein distance and soft edit distance are com-
puted jointly on data and text.

S Experiment Setting

Data. We conduct experiments on the
E2E (Novikova et al., 2017) and WebNLG (Colin
et al., 2016) datasets. E2E is a crowd-sourced
dataset containing 50k instances in the restaurant
domain. The inputs are dialogue acts consisting
of three to 8 slot-value pairs. WebNLG contains
25k instances describing entities belonging to
15 distinct DBpedia categories, where the data
contain are up to 7 RDF triples of the form (subject,
relation, object).

Configurations. The LSTM-based model is im-
plemented based on PyTorch (Paszke et al., 2019).
We use 200-dimensional token embeddings and
the Adam optimizer with an initial learning rate at
0.0001. Batch size is kept at 28, and we decode
with beam search with size 5. The performance
scores are averaged over 5 random initialization
runs.

Settings. We first perform ablation studies (Ta-
ble 2) on the impact of difficulty metrics on data,
text or both (joint). We also analyse the average
bin size for each metric — a metric that gives the
same score to many instances creates large bins.
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Figure 2: The histogram of the cumulative density function for difficulty metrics.

This means that the order of samples within the bin
will still be random. On the other hand, a metric
that assigns a lot of different difficulty scores to
the instances can yield a more complete ordering
(and a smaller step size in moving from one level
of difficulty to the next). We present the change in
performance (BLEU) as the training progresses in
order to compare the various difficulty metrics on
both datasets (See Figure 3).

6 Results & Analysis

On Table 3, we observe that soft edit distance
(SED) yields the best performance, outperforming
a model that does not use curriculum learning by as
much as 2.42 BLEU. It also outperforms all other
metrics by roughly 1 BLEU. In general, we see
that models perform better on joint and text than
on data. This correlates to how a difficulty func-
tion is related to the average bin sizes of scores it
generates. We see that for models that distinguish
samples in a more defined manner, it will have
a smaller average bin size where probability of
having more difficult samples at every confidence
threshold is lower. From this, we see that length
and DLD have larger average bin sizes across its

difficulty scores and this makes samples less dis-
tinguishable from one another. Thus, they result
in the smallest improvement over plain. We show
reordered samples in Table 1 for all difficulty met-
rics computed jointly on data and text. We include
length (L), rarity (R), Damerau-Levenshtein Dis-
tance (DLD), and the proposed soft edit distance
(SED).

On the other hand, we also justify the use of
weighting for edit operation where PED, which
is the “hard” variant of SED that does not weight
edit operations like SED, is shown to be far infe-
rior to that of SED. The score margin comes up
to 2.81 BLEU. Moreover, we further examine the
difference in sample orders and observe that SED
yields more intuitive and better sample ordering as
opposed to other metrics.

Human Evaluation. For human evaluation,
three annotators are instructed to evaluate 100 sam-
ples from the joint variant to see (1) if the text is
fluent (score 0-5 with 5 being fully fluent), (2) if
it misses information contained in the source data
and (3) if it includes wrong information. These
scores are averaged and presented in Table 2.
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Metric Score  Data & Text
L 7 [Data] name[Wildwood], eatType[restaurant], familyFriendly[yes] [Text] Wildwood restaurant is kid-friendly.

43 [Data] name[Cotto], eatType[coffee shop], food[Indian], priceRange[more than £30], customer rating[high], area[riverside],
near[The Portland Arms] [Text] Cotto is a coffee shop that offers delicious Indian food, although the price range is high,
you will be pleased to know Cotto has high customer ratings. It is located in Riverside near The Portland Arms.

R 17.40 [Data] name[Wildwood], eatType[restaurant], familyFriendly[yes] [Text] Wildwood restaurant is kid-friendly.

173.73  [Data] name[Cotto], eatType[coffee shop], food[Indian], priceRange[more than £30], customer rating[high], area[riverside],
near[The Portland Arms] [Text] Cotto is a coffee shop that offers delicious Indian food, although the price range is high,
you will be pleased to know Cotto has high customer ratings. It is located in Riverside near The Portland Arms.

DLD 3 [Data] name[Wildwood], eatType[restaurant], familyFriendly[yes] [Text] Wildwood restaurant is kid-friendly.

28 [Data] name[Cotto], eatType[coffee shop], food[Indian], priceRange[more than £30], customer rating[high], area[riverside],
near[The Portland Arms] [Text] Cotto is a coffee shop that offers delicious Indian food, although the price range is high,
you will be pleased to know Cotto has high customer ratings. It is located in Riverside near The Portland Arms.

SED 17.20 [Data] name[The Punter], food[English], priceRange[high] [Text] The Punter is a restaurant with high prices.

87.68 [Data] name[The Wrestlers], eatType[coffee shop], food[Italian], priceRange[less than £20], area[city centre],
familyFriendly[no], near[Raja Indian Cuisine] [Text] The Wrestlers is a coffee shop located in the center
of the city that is near Raja Indian Cuisine. It is not family-friendly and the price range is less than 20 pounds.

Table 1: Ordered samples with difficulty metrics.
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Figure 3: A plot of performance (BLEU) versus the number of steps for E2E and WebNLG datasets. Vertical bars indicate
where the maximum BLEU scores are attained for plain and SED.

source plain L R DLD PED SED
o data | 65.34 66.41 - -
2 text 65.65 6577  67.01 - - -
= joint | 66.21 67.29 66.58 66.26 68.07
§ data - 7010.17 385.88 - - -
£ text - 737.91 1.04 - - -
= joint - 25.0 1.04 3226 21.74 1.02
£ fluency | 4.35 4.28 4.32 4.60 423 454
£ miss 22 16 15 11 14 9
= wrong 9 5 7 10 6 4

Table 2: Ablation studies for the impact of difficulty metrics
on data, text or both (joint) with normalized scores including
length (L), rarity (R), Damerau-Levenshtein Distance (DLD),
plain edit distance (PED), and the proposed soft edit distance
(SED). Plain means no curriculum learning techniques are
added. All scores are computed based on the E2E corpus,
consisting of both performance (BLEU) and the average bin
size. Each bin is defined by the number of training samples
with the same difficulty scores.

On Training Speed. We define speed by the
number of updates it takes to reach a performance
plateau. On Figure 3, the speedup is measured by
the difference between the vertical bars. It can be
observed that curriculum learning reduces the train-
ing steps to converge, where it consists of up to

38.7% of the total updates for the same model with-
out curriculum learning (on E2E). Further, we see
that the use of curriculum learning yields slightly
worse performance in the initial training steps, but
rise to a higher score and flattens as it converges.

7 Conclusion

To conclude, we show that the sample order does
indeed matter when taking into account model com-
petence during training. Further, we demonstrate
that the proposed metrics are effective in speed-
ing up model convergence. Given that curriculum
learning can be combined with pretty much any
neural architecture, we recommend the use of cur-
riculum learning for data-to-text generation. We
believe this work offers insights into the annota-
tion process of data with text labels where reduced
number of labels are needed.
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