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Abstract

Systems that generate natural language text
from abstract meaning representations such
as AMR are typically evaluated using auto-
matic surface matching metrics that compare
the generated texts to reference texts from
which the input meaning representations were
constructed. We show that besides well-
known issues from which such metrics suf-
fer, an additional problem arises when apply-
ing these metrics for AMR-to-text evaluation,
since an abstract meaning representation al-
lows for numerous surface realizations. In
this work we aim to alleviate these issues by
proposingMFβ , a decomposable metric that
builds on two pillars. The first is the prin-
ciple of meaning preservation M: it mea-
sures to what extent a given AMR can be re-
constructed from the generated sentence us-
ing SOTA AMR parsers and applying (fine-
grained) AMR evaluation metrics to measure
the distance between the original and the re-
constructed AMR. The second pillar builds on
a principle of (grammatical) form F that
measures the linguistic quality of the gener-
ated text, which we implement using SOTA
language models. In two extensive pilot stud-
ies we show that fulfillment of both princi-
ples offers benefits for AMR-to-text evalua-
tion, including explainability of scores. Since
MFβ does not necessarily rely on gold AMRs,
it may extend to other text generation tasks.

1 Introduction

Abstract Meaning Representation (AMR, Ba-
narescu et al. (2013)) aims at capturing the meaning
of a sentence in a machine-readable graph format.
AMR captures, i.a., word senses, semantic roles
and coreference. The AMR in Fig. 1 represents the
sentence Perhaps, the parrot is telling itself a story.
In this graph, tell-01 links to a PropBank (Palmer
et al., 2005) frame, and argn labels indicate partici-

possible-01

tell-01

parrot

arg0

arg0 arg1

story

arg2

Figure 1: “Perhaps, the parrot is telling itself a story”.

pant roles: parrot is both speaker (arg0) and hearer
(arg2), story is the utterance (arg1).

The task of AMR-to-text generation has recently
garnered much attention (Song et al., 2017, 2018;
Konstas et al., 2017; Cai and Lam, 2020b; Ribeiro
et al., 2019). The output of AMR-to-text systems
is typically evaluated against the sentence from
which the AMR was created, using standard surface
string matching metrics such as BLEU (Papineni
et al., 2002) or CHRF(++) (Stanojević et al., 2015;
Popović, 2015, 2016; Popov, 2017), as is standard
in many NLG tasks. These metrics suffer from sev-
eral issues, for example, they penalize paraphrases,
are highly sensitive to outliers (Mathur et al., 2020),
and lack interpretability (Sai et al., 2020).

Some of these issues get compounded when eval-
uating AMR-to-text. The core of the problem is
that there are many ways to realize a sentence from
a meaning representation. Fig. 2 shows four candi-
date sentences (i-iv) for a given AMR (left). One
system generates (i): Maybe the cat is playing.
while another generates (iii): Perhaps, the cat plays
the flute. Clearly, (i) captures the meaning of the
gold graph better than (iii), which contains ‘hal-
lucinated’ content – a well-known issue in neural
generation (Logan et al., 2019; Wang and Sennrich,
2020). Yet, when using a canonical metric such as
BLEU to evaluate sentences (i) and (iii) against the
reference, the system that produces hallucinations
(iii) is greatly rewarded (54 BLEU points) to the dis-
advantage of systems that yield meaning preserving
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Generated candidates:
                         
i: Maybe the cat is playing.                           

ii: It is possible that a cat is playing.                                  

iii: Perhaps, the cat plays the flute.

Iv: Mayybe the cat are playing.                

Original sentence:               

Perhaps, the cat plays.
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Figure 2: The Canonical evaluation matches n-grams
from the sentences and assigns inappropriate ranks.
Our metricMFβ fuses Meaning and Form assessment
and better reflects the ranking of the generations.

sentences (i) (18 points) and (ii) (5 points).
This work aims at a (better) metric that mea-

sures meaning preservation of the generated out-
put towards the MR given as input, by (re-)con-
structing an AMR from the generated sentence
and comparing it to the input AMR. In Fig. 2,
Reconstruction is the result of parsing (iii). The
reconstructed AMR exposes several meaning de-
viations (marked in red): it contains an alternate
sense of play and contains an additional seman-
tic role arg2 with filler flute. By contrast, when
converting sentences (i), (ii), or (iv) to AMRs, we
obtain flawless reconstructions. We will measure
preservation of Meaning using well-defined graph
matching metrics.

Figure 2 also illustrates that assessing meaning
preservation is not sufficient to rate the quality of
generations: (iv) captures the meaning of the AMR
well – but its form is flawed: it suffers from wrong
verb inflection, a common issue in low-resource
text generation settings (Koponen et al., 2019).

In order to rate both meaning and form of a gen-
erated sentence, we combine the score for mean-
ing reconstruction with a score called Form that
judges the sentence’s grammaticality and flu-
ency. By these moves, we obtain a more suit-
able and explainable ranking with a combined
MF score.1 By clearly distinguishing between
Meaning and Form, our MF score (henceforth de-
noted byMFβ) also aligns well with recent calls
to achieve a clearer separation of these aspects in
NLU (Bender and Koller, 2020).

Generally, our contributions are as follows:

1See Fig. 2: 1st/2nd rank: i; 3rd rank: iv; 4th rank: iii.

(1) We propose two linguistically motivated prin-
ciples that aim at a sound evaluation of AMR-to-
text systems: the principle of meaning preserva-
tion and the principle of (grammatical) form.

(2) From these principles we derive and imple-
ment a (novel)MFβ score for AMR-to-text gen-
eration2 which is composed of individual metrics
for meaning and form aspects.MFβ allows users
to modulate these two views on generation quality
to vary their impact on the final metric score.

(3) We conduct two major pilot studies involving
(English) text generations from a range of com-
petitive AMR-to-text systems and human annota-
tions. First we study the potential practical ben-
efits of MFβ when evaluating systems, such as
its prospects to offer interpretability of scores and
finer-grained system analyses. The second study
probes potential weak spots ofMFβ , e.g., its de-
pendence on a strong AMR parser.

We considerMFβ as it stands as a suitable met-
ric to enhance interpretability of generation scores.

2 Fusing meaning and form intoMFβ
While current NLG metrics lack interpretability
and mainly focus on the form of generated text
(Sai et al., 2020), in this work we emphasize the
meaning aspect in NLG evaluation, which is most
clearly dissociated from form when generating text
from structured inputs such as AMR. At the same
time, form and wording of the generated text can-
not be ignored, as we want such systems to pro-
duce natural and well-formed sentences. Equipped
with this two-fold objective, we start building our
MFβ score which aims at a balanced combination
of both quality aspects: meaning and form.

2.1 From principles toMFβ
In a first step we introduce our

Principle of meaning M. Generated sentences
should allow loss-less AMR reconstruction.

This principle expresses a key expectation for a
system that generates NL sentences from abstract
meaning representations. Namely, the generated
sentence should reflect the meaning of the AMR.
So, in order to assess whether a generated sen-
tence s′ = f−1(m) is a valid generation for the
input AMR m, rather than matching s′ against a

2We make code available at https://github.com/
Heidelberg-NLP/MFscore.

https://github.com/Heidelberg-NLP/MFscore
https://github.com/Heidelberg-NLP/MFscore
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reference sentence s, we perform this assessment
in the abstract MR domain, by applying an in-
verse system f that parses the generated text back
to an AMR m′ = f(s′) = f(f−1(m)). I.e., we
desire a metric : D × D → [0, 1] that satisfies:
s ≡ s′ ⇐⇒ m = m′ ⇐⇒ metric(s, s′) = 1.
Two texts are equivalent iff their meaning abstrac-
tions denote the same meaning. In case f(s′) yields
an AMR m′ 6= m, we can still determine the de-
gree to which s′ preserves the meaning of AMR m
by measuring the distance between m and m′ by
standard AMR metrics, e.g., Smatch(m,m′).

Note that computing Smatch(m,m′) does not
depend on a reference sentence, because the com-
parison is conducted purely in the abstract domain.
This is mathematically more appealing for the eval-
uation of AMR-to-text, since it solves the problem
that one abstract representation may result in vari-
ous (valid) surface realizations (cf. Appendix A.1).
Finally, we also do not necessarily need to rely on
a gold graph m, but can instead set m = f(s), i.e.,
the parse of the reference sentence. This means
that future application ofM to other kinds of text
generation tasks is straightforward.

However, the principleM alone is not sufficient:
we also expect the system to generate grammat-
ically well-formed and fluent text. For example,
s′: Possibly, it(self) tells parrot a story. contains
relevant content expressed in the AMR of Fig. 1,
but it is neither grammatically well-formed, nor a
natural and fluent sentence. This leads us to our

Principle of form F . Generated sentences should
be syntactically well-formed, natural and fluent.

In the style of the well-established Fβ score (van
Rijsbergen, 1979), we fuse these two principles
into theMFβ score:

MFβ = (1+β2)
Meaning × Form

(β2 ×Meaning) + Form
(1)

Here, Form and Meaning are expressed as ra-
tios that will be more closely described in the fol-
lowing subsection. β allows users to gauge the
evaluation towards Form or Meaning, depend-
ing on specific application scenarios. Users may
prefer the harmonic mean (β = 1) or may give
Meaning double weight compared to Form (e.g.,
β = .5).3 In our experiments we consider extreme
decompositions into Meaning-only (β → 0) or
Form-only (β →∞).

3Generally, Form receives β times as much importance
compared with Meaning.

2.2 Parameterizing meaning
We measureM or Meaning (Meaning Preserva-
tion) with a score range in [0, 1] by reconstructing
the AMR with a SOTA parser and computing the
relative graph overlap of the reconstruction and the
source AMR using graph matching. We call this
RESMATCH. Given a generated sentence s′ and
source AMR m, we match parse(s′) against m
by computing amrMetric(parse(s′),m). This
means that we have to decide upon parse and
amrMetric. We propose two potential settings.

AMR reconstruction To reconstruct the AMR
with parse, we use the latest state-of-the-art AMR
parser by Cai and Lam (2020a). With 80.3 Smatch
F1, this parser is almost on-par with human agree-
ment (estimated at 0.71–0.83 Smatch F1 in Ba-
narescu et al. (2013)). We henceforth call it GSII.

Assessing M with AMR metrics To obtain a
score for M we propose to use S2match (Opitz
et al., 2020) – a variant of Smatch (Cai and Knight,
2013) that performs a graded match for concept
nodes. This offers the potential to compensate for
noise in automatically generated text or minor lexi-
cal deviations from the original sentence.

Discussion Comparing to references by match-
ing their meaning graphs has the prospect of of-
fering interpretability and explanations, by detect-
ing redundant or missing meaning components in
the generations. In our studies, we will see that
this assessment can be conducted by computing
a single graph overlap score (e.g., S2match F1),
or along multiple dimensions of meaning, such as
SRL, coreference or WSD (Damonte et al., 2017).
Generally,MFβ gives researchers the flexibility of
choosing a parser or amrMetric to their liking.
In this work, we choose the best current parser that
achieves high IAA with humans. Yet, we would
also like to know whether the parser is vulnerable
to specific peculiarities of generated sentences, or
how using another parser affects the scores. We
will investigate these issues more closely in §4.1.

2.3 Parameterizing form with LMs
Assessing sentence grammaticality and fluency is
not an easy task (Heilman et al., 2014; Katinskaia
and Ivanova, 2019). Recently, Lau et al. (2020);
Zhu and Bhat (2020) show that probability esti-
mates based on language models can be used as an
indicator for measuring complex notions of form
and for measuring acceptability in context. For
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ourMFβ score we desire an interpretable ratio as
input, which we base on LM predictions as follows.

Binary form assessment Given a specific can-
didate generation s′, we use a binary variable to
assess whether s′ is of satisfactory form. For this,
we first calculate the mean token probability:4

mtp(·) =
1

n

n∑
j=1

P (tokj |ctxj), (2)

where ctxj is different for uni-directional LMs
(ctxj = tok1...j−1) and bi-directional LMs (ctxj =
tok1...j−1,j+1...n). We compute mtp for the gener-
ated sentence s′ and the reference s and calculate
a preference score prefScore = mtp(s′)

mtp(s′)+mtp(s) .
The decision of whether the Form of a generated
sentence s′ is acceptable is then calculated as

accept =

{
1, if prefScore ≥ 0.5− tol
0, otherwise,

where tol is a tolerance parameter. Less formally,
a sentence is considered to have an acceptable sur-
face form in relation to its reference if its form is
estimated to be at least as good as the reference
minus a tolerance, which we fix at 0.05. I.e., the
corpus-level Form score reflects the ratio of gen-
erated sentences that are of acceptable form.5

Predictor selection We consider GPT-2 (Rad-
ford et al., 2019), distil GPT-2 (Sanh et al., 2019),
BERT (Devlin et al., 2019) and RoBERTa (Liu
et al., 2019) as a basis for assessing Form. We
conduct experiments on WebNLG (Gardent et al.,
2017; Shimorina et al., 2017), which contains hu-
man fluency and grammaticality judgements for
machine-generated sentences. We find that GPT-2
performs best: it discriminates sentences of poor
and perfect fluency and grammaticality with an F1
score of approximately 0.8, and shows marginally
better performance compared to the other LMs (see
Appendix A.2 for the experiment details). We thus
select GPT-2 as our LM for Form assessment.

Discussion While the reconstruction of meaning
does not depend on the reference sentence, we do
make use of it, in prefScore, for better assessment

4We use the mean (instead of the product) because Bryant
and Briscoe (2018) find that basing decisions on the mean
works well in practice when assessing possible corrections of
grammatical errors.

5I.e., the Form score for a single sentence with accept ≥
0.5 − tol equals 1.0. If a precise assessment for a single
sentence is needed, we can fall back on prefScore (+/- tol).

of Form. One reason is that when assessing the
form of a sentence s′ that contains rare words, the
‘raw’ mtp(s′) may be too pessimistic and may not
well relate to the quality of the form. Generally,
the mtp (or any LM probability) itself is not well
interpretable and hardly allows comparison to the
mtp of other sentences (e.g., if they are about a
different topic). However, by relating the mtp of
the generated sentence to themtp of a (same-topic)
reference, we gain three advantages: first, we do
not, a-priori, penalize generations that contain rare
words. Second, we obtain an interpretable corpus-
level ratio (rate of sentences that are of acceptable
form). This is important, since soundMFβ calcu-
lation ideally requires two interpretable ratios as
input. Third, by avoiding any string matching, we
still keep form and meaning aspects clearly distinct.

2.4 Goals of our pilot studies

Our main aim is to establish, with the proposed
MFβ score for AMR-to-text generation, i) a bal-
anced and interpretable assessment of generated
text according to Meaning and Form. Yet, as de-
tailed in §2.2 and §2.3, both components depend
on a number of ii) hyperparameters, such as the
parser applied for Meaning reconstruction, or the
LM used for Form assessment. These parameters
may also be subject to change over time. It is thus
important to assess the effects of such factors on
metric scores and system rankings. We investigate
both aspects ofMFβ in two pilot studies.

In the first study, in §3, we aim to assess the
prospects ofMFβ when ranking SOTA systems.
We will see that MFβ can explain system per-
formance differences by disentangling Form and
Meaning, an asset that no other metric can offer.

The second study, in §4, investigates the impact
ofMFβ ’s dependence on a parser and a LM. We
i) investigate the effects of using different parsers,
ii) assess the potential suitability ofMFβ for other
text generation tasks, by ablating the human gold
graph from the evaluation and usingMFβ to eval-
uate generated text vs. reference text, and iii) val-
idate the LM’s binary predictions for Form in a
manual annotation study.

3 Study I: Assessing interpretability

Setup: data & metrics for system ranking We
obtain test predictions of several state-of-the-art
AMR-to-text generation systems on LDC2017T10,
the main benchmark for this task: (i) densely con-
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Meaning Form MF1 MF0.5

abbrev. BLEU METEOR chrF++ BERTsc. RESMATCH - - -
F1 P R F1 %acc. Eq. 1 Eq. 1

apprUB - - - - - 83.1 80.1 81.5 100 89.8 84.6

Ribeiro et al. (2019) R’19 27.9(5) 33.2(7) 58.7(6) 92.7(4) 76.5 67.7 71.9(6) 51.6(5) 60.1(5) 66.6(5)
Guo et al. (2019) G’19 27.6(6) 33.7(6) 57.3(7) 92.4(7) 78.2 70.0 73.9(3) 47.1(7) 57.5(7) 66.3(6)
Wang et al. (2020a) Wb’20 27.3(7) 34.1(5) 59.3(5) 92.6(6) 79.6 65.0 71.5(7) 49.5(6) 58.5(6) 65.7(7)
Cai and Lam (2020b) C’20 29.8(4) 35.1(4) 59.4(4) 92.7(4) 78.1 69.2 73.4(5) 51.9(4) 60.3(4) 67.0(4)
Mager et al. (2020)-M Mb’20 33.0(2) 37.3(2) 63.1(3) 93.9(2) 79.4 68.7 73.7(4) 74.0(1) 73.9(1) 73.8(1)
Mager et al. (2020)-L M’20 33.0(2) 37.7(1) 63.9(2) 94.0(1) 80.8 69.2 74.5(2) 69.8(2) 72.1(2) 73.5(2)
Wang et al. (2020b) W’20 33.9(1) 37.1(3) 65.8(1) 93.7(3) 80.3 70.9 75.3(1) 55.7(3) 64.0(3) 70.3(3)

Table 1: Main metric results.

nected graph convolutional networks (Guo et al.,
2019); (ii) Ribeiro et al. (2019)’s system that uses
a dual graph representation; two concurrently pub-
lished models (iii) based on graph transformers
(Cai and Lam, 2020b; Wang et al., 2020a) and (iv)
a model based on graph transformers that uses re-
construction information (Wang et al., 2020b) in
a multi-task loss; finally, we obtain predictions of
two system variants of Mager et al. (2020) that fine-
tune LMs and encode linearized graphs using (v)
a large and (vi) a medium-sized LM. We true-case
all sentences and parse them with GSII.

To put the results of MFβ into perspective,
we display the scores of several metrics that have
been previously used for AMR-to-text: BLEU, ME-
TEOR, CHRF++. We also calculate BERTscore
(Zhang et al., 2020) with RoBERTa-large (Liu et al.,
2019).6 Results are displayed in Table 1, col. 3-6.
MFβ scores (col. 7-12) are divided intoMeaning
(RESMATCH using GSII) and Form scores (based
on GPT-2), and compositeMFβ scores with β = 1
(harmonic) and β = 0.5 (double weight onM).

As an upper-bound approximation for RE-
SMATCH we propose parsing a gold sentence s
and comparing the result against the gold AMR m:
apprUB = metric(parse(s),m).7

3.1 Interpretability of system rankings

Surface matching metrics lack differentiation
and interpretability Table 1 shows that the base-

6BERTscore computes an F1-score over a cosim-based
alignment of the contextual embeddings of paired sentences.

7This is the score of canonical parser evaluation. I.e.,
we would not expect the reconstruction m′ of s′ to score
higher than had we applied parse to the original sentence:
metric(m′,m) ≤ metric(parse(s),m) = apprUB. This
is an idealization, as we can imagine cases where the original
sentence s is more complex and thus more difficult to parse to
an AMR than a simpler generated paraphrase s′. Since we are
interested in a very rough upper bound estimation, we abstract
from such cases in our present work.

line metrics tend to agree with each other on the
ranking of systems, but there are also differences,
for example, BERTscore and METEOR select M’20
as the best performing system while BLEU and
CHRF++ select W’20. While certain differences
may be due to individual metric properties, e.g.,
METEOR allowing inexact word matching of syn-
onyms, the underlying factors are difficult to assess,
since the score differences between systems with
switched ranks are small, and none of these metrics
can provide us with a meaningful interpretation of
their score that would extend beyond shallow sur-
face statistics. Hence, these metrics cannot give
us much intuition about why and when one system
may be preferable over another.

Meaning vs. Form: How MFβ explains sys-
tem performance We have seen that current met-
rics cannot provide us with convincing explana-
tions as to why, e.g., W’20 should be preferred over
M’20 (BLEU), or M’20 over W’20 (BERTscore).
MFβ score, however, tells a story about how these
systems differ, highlighting their complementary
strengths by disentangling Meaning and Form
(Bender and Koller, 2020): W’20 displays the high-
est RESMATCH score, i.e., AMRs constructed from
its generations recover a maximum of the meaning
contained in the input AMR. M’20, by contrast,
outperforms all systems in Form score. Looking
atMF1, the harmonic mean of both, both systems
still occupy leading ranks, but W’20 falls back to
3rd rank, due to its weaker Form score.

Hence, given our metric principles, a user who
cares about faithfulness to meaning, but less about
fluency, should select W’20 (with higher RE-
SMATCH compared to M’20 by ∆=1 point) – a
user who desires a system that preserves meaning
well but also produces sentences of decent form,
should select M(b)’20 (with MF0.5 and MF1
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score differences against W’20 of ∆=3.5 points
and ∆=8 points). Overall, MFβ mostly agrees
with BERTscore in the rankings of the teams. How-
ever,MFβ ’s larger score differences between the
systems, due to Form, are striking, prompting us
to investigate the Form predictions in closer detail
(§4.2). We will see that using a different Form
predictor as well as a manual native speaker anno-
tation clearly support our assessment of Form.

3.2 On the quest for deeper explanation and
interpretation

----------------------original sent--------------------------

Costa added that insurgents have been holding significant
amounts of opium .

-----------------------original AMR--------------------------

(a / add- 01
:ARG0 (p / person

:name (n / name
:op1 "Costa"))

:ARG1 (h / hold-01

:ARG0 (i / insurgent)
:ARG1 (o / opium

:quant (a2 / amount
:ARG1-of (s / significant-02)))))

----------Candidate A---------------Candidate B--------------

Costa added the insurgents Costa added that

to hold a significant the insurgents have

amounts of opium . held a significant

amount of opium .

------------------------BLEU score---------------------------

37.7 >> 22.6

---------------------Reconstructions------------------------

(c0 / add- 02 (c0 / add- 01
:ARG0 (c2 / person :ARG0 (c2 / person

:name (c4 / name :name (c5 / name
:op1 "Costa") :op1 "Costa"))

:ARG1 (c1 / insurgent) :ARG1 (c1 / hold-01

:ARG2 (c3 / hold-01 :ARG0 (c4 / insurgent)
:ARG0 c1 :ARG1 (c3 / opium
:ARG1 (c5 / opium :quant (c6 / amount

:quant (c6 / amount :ARG1-of (s / sign.-02
:ARG1-of (s / sign.-02 )))))

)))))

-------------------------RESMATCH F1-------------------------

82.9 << 100.00

-------------------------------------------------------------

Figure 3: Explainable Meaning score (re-)ranking.

RESMATCH can also provide us with explana-
tions for single-sentence (re-)rankings. An ex-
ample is shown in Figure 3. Here, the gold ref-
erence (both sentence and AMR) indicates that
a person named Costa adds (as a communicative
act8 that some insurgents have been holding large
amounts of opium. However, system generation A
(which is higher ranked by BLEU) chooses a dif-
ferent sense of add, add-02, which represents the

8Sense add-01 w/ roles: Arg0: Speaker; Arg1: Utterance.

action as an operation9, which results in an incoher-
ent or nonsensical meaning representation where
the person Costa adds (in the operational sense) the
insurgent (as thing being added) to a circumstance
to the effect that the insurgents hold a significant
amount of opium. By contrast, system generation
B preserves more of the gold AMR’s meaning and
clearly expresses that Costa performs an act of com-
munication when he adds something. RESMATCH

(MFβ→0) is able to detect the meaning differences
and assigns candidate B a significantly higher score
than A, in fact, an S2match score of 1.00.

RESMATCH, when parameterized with fine-
grained AMR evaluation metrics of Damonte et al.
(2017), can also facilitate deeper insight into how
well system generations reflect or violate spe-
cific meaning aspects. E.g., we can investigate
a system’s capacity to properly reflect negation
(NEG); to generate correct surface forms for NEs
(NER); assess how well a system captures corefer-
ence between entities (Coref); and whether or not
the predicate-argument structures (SRL) of gen-
erated sentences appropriately reflect the source
meaning. We apply these fine-grained AMR met-
rics to the RESMATCH scores of systems displayed
in Table 1 (see Appendix A.3), and observe, e.g.,
that R’19, which ranks last in the overall ranking,
improves upon the best overall system by 3.4 points
in NER recall and 1.9 points in F1. The analysis
also corroborates that W’20 excels among com-
petitors with best scores for coreference, SRL and
negation, i.e., the more global aspects of sentence
meaning. Such information can be valuable for
researchers for deeper system analysis and for prac-
titioners aiming for specific use cases.

4 Study II: Assess vulnerability ofMFβ

MFβ has two apparent vulnerabilities: first, it de-
pends on a parser for reconstruction. We have used
a SOTA parser that is on par with human IAA. Yet,
we cannot exclude the possibility that it introduces
unwanted errors in computingMFβ scores.

Second, the Form component is based on a LM
and we have seen that it can change system rank-
ings, even when it is discounted.10 On the one hand,
our LM was carefully selected, and other metrics
such as BERTscore also heavily depend on LMs.

9Sense add-02 w/role set: Arg0: adder; Arg1: thing being
added; Arg2: thing being added to; Arg3: resulting sum.

10In Table 1, bothMFβ with β = 0.5 and β = 1.0 slightly
disagree with the ranks assigned by Meaning only.
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On the other hand, we cannot exclude the possibil-
ity that the changed rankings are unjustified.

Our next studies investigate these weak spots
more closely. First, in §4.1, we assess the outcome
ofMFβ when using another parser and assess its
potential portability to other text generation tasks
by ablating the human gold graph and evaluate gen-
erated text against reference text. In §4.2 we con-
duct a human annotation study to assess whether
the provided Form rankings are justified.

4.1 The parser: Achilles’ heel ofMFβ ?

Using another parser In this experiment we as-
sess the robustness of RESMATCH against using
different parsers. This is important, since the metric
and rankings could change with the parser. Here,
we would hope that the difference of using one
competitive parser over another will not be too ex-
treme, especially with regard to system rankings.
To investigate this issue, we apply two alternative
parsers: i) GPLA (Lyu and Titov, 2018), a neural
graph-prediction system that jointly predicts latent
alignments, concepts and relations, and ii) TTSA
(Groschwitz et al., 2018), a neural transition-based
parser that converts dependency trees to AMR
graphs using a typed semantic algebra. We select
GPLA and TTSA since they constitute technically
quite distinct approaches compared to GSII.

The results are shown in Table 2 (columns la-
belled GPLA, TTSA and GSII). All variants tend
to agree in the majority of their rankings11 (e.g.,
RESMATCH GPLA vs. RESMATCH GSII F1: Spear-
man’s ρ = 0.95, Pearson’s ρ = 0.96, p<0.001).
When considering MFβ=0.5, the agreement fur-
ther increases (e.g., MFGPLA0.5 vs. MFGSII0.5 :
Spearman’s ρ = 0.95, Pearson’s ρ = 0.99, p<0.001).

However, while using TTSA or GPLA instead
of GSII has little effect on the ranks, the absolute
scores can differ (e.g., W’20 70.5 F1 w/ TTSA,
73.1 F1 w/ GPLA and 75.3 F1 w/ GSII). Yet, we
find that none of the generation systems are unfairly
treated by our main parser GSII since we observe
(mostly uniform) increments from TTSA to GPLA
and from GPLA to GSII. An unfair treatment could
arise, e.g., if GSII generates bad AMR reconstruc-
tions for specific NLG systems but not so for others.
However, we do not observe such tendencies.

Hence we assume that GSII’s score increments
11We observe one switch of ranks for TTSA-GPLA and

GPLA-GSII and 2 rank switches for TTSA–GSII in RES-
MATCH, and no rank switch for TTSA-GSII and one switch
for TTSA-GPLA and GPLA-GSII, forMF0.5.

stem from the fact that GSII yields better recon-
structions for all systems. In future work, we plan
to explore parse quality control (Opitz and Frank,
2019; Opitz, 2020) or ensemble parsing (van Noord
and Bos, 2017), to gain more detailed information
on the quality of the meaning reconstructions.

Ablating the gold graph? Yes, we can. In lack
of a gold standard for the automatic reconstructions,
we elicit some indirect answers and insight about
the parser’s quality, by considering the following
question: What is the effect on system rankings
when we replace the input gold graphs with auto-
matic parses of the distant source sentence? If this
effect is large, this will give us reasons to worry,
as it would indicate that the parser is less reliable
than expected given its high IAA with humans. On
the other hand, if we only see a minor effect, this
may increase the trust in our parser and indicate
that MFβ could be confidently applied for ex-
plainable evaluation in other generation tasks
(such as MT or summarization), where we do not
have gold AMRs, and would have to parse both
generated and reference sentences.

The results of this experiment are displayed in
Table 2: our standard setup is displayed in columns
labeled GSII and the results of the setup where
we replace the gold input graph with an automatic
parse is indicated by GSII♦. When considering
RESMATCH scores, we see only one switched rank
between Mb’20 and G’20 (3–4). However, note
that the absolute F1 score ∆ between these two
systems is overall very small (GSII: 0.2; GSII♦:
0.5). Overall, the scores do not tend to differ much
when the gold graph is ablated, we observe rather
small (mostly positive) changes in system scores
(GSII→ GSII♦): 0.1 / 1.2 / 0.4 (min/max/avg). In
sum, we conclude from this experiment that ablat-
ing the gold graph does not have a major effects on
the scores and rankings. And when considering the
MFβ=0.5 score, the ranking stays fully stable (the
same holds true forMFβ=1.

Discussion We have shown that metric rankings
are fairly robust to using different parsers and that
we do not necessarily depend on gold AMR graphs
to compute the measure. This offers prospects
for using MFβ for an explainable assessment
of systems that perform other kinds of text gen-
eration. In order to measureM, a parser could be
applied to both the generated and the reference text,
to measure their agreement in the domain of ab-
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RESMATCH F1 ranks RESMATCH ranksMF0.5

TTSA GPLA GSII GSII♦ TTSA GPLA GSII GSII♦ TTSA GPLA GSII GSII♦

apprUB 73.7 76.2 81.5 86.4 0 0 0 0 0 0 0 0
R’19 66.9 70.1 71.9 72.3 7 7 6 6 5 5 5 5
G’19 69.7 72.2 73.9 73.7 3 3 3 4 6 6 6 6
Wb’20 67.3 70.2 71.5 71.6 6 6 7 7 7 7 7 7
C’20 69.1 70.4 72.2 73.4 4 5 5 5 4 4 4 4
Mb’20 68.9 70.5 73.7 74.2 5 4 4 3 1 2 1 1
M’20 69.8 72.5 74.5 75.1 2 2 2 2 2 1 2 2
W’20 70.5 73.1 75.3 75.4 1 1 1 1 3 3 3 3

Table 2: Analysis of our metric using different parsers (GPLA, TTSA GSII) or ablating the gold parse by comparing
the parsed generation against the parse (distant) source sentence (GSII♦).

stract meaning representation. This would in turn
offer means for conducting fine-grained meaning
analysis of generation tasks where the reference is
a natural language sentence (e.g., in MT).

Note, however, that AMR, as of now, does not
capture some facets of meaning that may be of in-
terest in some generation tasks. For instance, it
does not capture tense or aspect. However, what
we have investigated as a potential weakness of
MFβ , namely the necessity to select a meaning
parser, can also be viewed as a potential strength.
E.g., Donatelli et al. (2018) show how tense and
aspect can be captured with AMR. This indicates
thatMFβ can indeed be used for a tense and as-
pect analysis of generated text – if we parameterize
it with a dedicated parser. Finally, if output and
reference do not consist of single sentences, it may
be apt to use a parser that constructs MRs for dis-
course (e.g., DRS (Kamp, 1981)).

In summary, we conclude thatMFβ , our pro-
posed metric that aims to assess text generation
quality by decomposing it into form and meaning
aspects, is broadly applicable. However, different
parser parametrizations may have to be considered
in light of the specific nature of a generation task.

4.2 The Form component ofMFβ

In §3.1, we have seen that the Form aspect of
MFβ can change system ranks. Notably, it has pro-
moted M’20 as the best generation system, outrank-
ing W’20 (in agreement with BERTscore), whereas
W’20 is selected by BLEU or RESMATCH. Now,
we aim to investigate whether these impactful deci-
sions of the Form component were justified.

Human annotation We ask a native speaker of
English to rate 50 paired generations of M’20 and
W’20, considering only grammaticality and flu-

R’19 G’20 Wb’20 C’20 Mb’20 M’20 W’20

GPT-2 51.6(4) 47.1(6) 49.5(5) 51.9(4) 74.0(1) 69.8(2) 55.7(3)
BERT 43.4(6) 40.6(7) 50.4(4) 44.7(5) 71.4(1) 71.0(2) 55.9(3)

Table 3: Form scores when using a different LM.

ency.12 We give more detail and provide examples
in Appendix A.6. The annotator agreed in 42 of
50 pairs with the preference predicted by GPT-2
(a significant result: binomial test p<0.000001).
We find that the M’20 and Mb’20 generations are
considerably better on the surface level, compared
to generations of all other systems. For instance,
the best system according to Meaning, W’20, fre-
quently produces inflection mishaps: Their hopes
for entering the heat is already in-sight, while we
find few such violations with M’20 (here: Their
hopes for entering the heat are already in sight).
We also find errors with adverbials, e.g., W’20
writes They are the most indoor training at home,
while M’20 writes They are most trained indoors
at home. Arguably both sentences are not perfect
but the second is substantially more well-formed.

Using a different LM The human study indi-
cates that GPT-2 is accurate to 84% when favoring
one sentence over the other, with respect to fluency
and grammaticality. However, when considering
that there is a trend to building systems based on
fine-tuned LMs, we need to assess whether they
may be favored (too) much if Form is param-
eterized with a same or a highly similar LM to
the one used by the NLG model. We find such a
case in M’20: while it was not fine-tuned with the
same GPT-2 that we used for Form assessment,
they fine-tuned their model with its siblings GPT-
2-medium and GPT-large, which may share struc-
tural similarities. Therefore, we also use BERT for

12The annotator was explicitly instructed not to consider
whether a sentence ‘makes sense’, by presenting the Green
ideas sleep furiously example as free from structural error.
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Form assessment. The results in Table 3 support
the conclusion from the human annotation: by large
margins, both M’20 and Mb’20 deliver generations
that are of significantly improved form and both
agree on the group of the three best systems. Note
that this insight can be provided byMF∞, but it
cannot be carved out by conventional metrics, since
these do not disentangle Form and Meaning.

5 Related work

Traditionally, the performance of NLG systems
has been evaluated with word n-gram matching
metrics such as the popular BLEU metric in MT
(Papineni et al., 2002) or Rouge (Lin, 2004) in
document summarization. Yet, such metrics suffer
from several well-known issues (Novikova et al.,
2017; Nema and Khapra, 2018; Sai et al., 2020).
E.g., due to their symbolic matching strategy they
cannot account for paraphrases. Recently, unsu-
pervised (Zhang et al., 2020) or learned metrics
(Sellam et al., 2020; Zhou and Xu, 2020) based on
contextual language models have been proposed.
For example, BERTscore (Zhang et al., 2020) uses
BERT (Devlin et al., 2019) to encode candidate
and reference and computes a score based on a
cross-sentence word-similarity alignment. Com-
pared with BLEU, it is computationally more ex-
pensive but tends to show higher agreement with
humans. However, all of the aforementioned met-
rics return scores that are hardly interpretable and
we cannot tell what exactly they have measured.

These problems carry over to the evaluation
of AMR-to-text generation: May and Priyadarshi
(2017) find that BLEU does not well correspond to
human ratings of generations from AMR, and Man-
ning et al. (2020) show through human analysis that
none of the existing automatic metrics can provide
nuanced views on generation quality. Our proposal
MFβ takes a first step to address these issues by
aiming at a clear separation of form and meaning,
as called for by Bender and Koller (2020).

First attempts of assessing semantic generation
quality have been examined in MT using semantic
role labeling (Lo, 2017) or WSD and NLI (Carpuat,
2013; Poliak et al., 2018), in-between lies SPICE
that evaluates caption generation via inferred se-
mantic propositions (Anderson et al., 2016). Just
likeMFβ , SPICE relies on automatic parses (a
dependency parse of the caption and a scene graph
predicted for the image) to evaluate content over-
lap of image and caption. Thus, SPICE is a direct

precursor of an NLG metric in V&L that relies on
automatically produced structured representations.
Our work extends this previous work by showing
ways of probing potentially harmful effects of in-
corporating automatic parsing components.

6 Conclusion

We proposeMFβ score, a new metric for evalu-
ation of text generation from (abstract) meaning
representation. The metric is built on two pillars:
Form measures grammaticality and fluency of the
produced sentences andMeaning assesses to what
extent the meaning of the input AMR is reflected in
the produced sentence. We show thatMFβ has the
potential to yield fine-grained performance assess-
ment that go beyond what conventional metrics can
provide. Using its β-parameter,MFβ can be de-
composed into complementary views – Meaning
and Form – paving the way for custom gauging
and selection of NLG systems. We have seen that
MFβ corresponds well to BERTscore when rank-
ings systems, but overcomes its opaqueness by dis-
entangling Meaning- and Form-related quality
aspects. In sharp contrast to BERTscore, the Form
component ofMFβ dispenses with string match-
ing against reference sentences, offering an assess-
ment independent of lexical alignment.

An important hyperparameter of our metric is
the required AMR parsing component for mean-
ing reconstruction. We investigate the impact of
its choice by choosing alternative high-performing
parsers. Our study shows that absolute metric
scores tend to increment when using a better parser,
while system rankings are quite stable. Further-
more, we outline the potential ofMFβ to extend
to further text generation tasks, by ablating the
human gold graph from the evaluation, such that
the metric score can be computed from candidate
and reference text alone. Since benchmarking of
systems needs deeper exploration, we recommend
MFβ score to obtain better diagnostics and ex-
plainability of text generation systems, including,
but not limited to (A)MR-to-text.
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cas Curry, and Verena Rieser. 2017. Why we need
new evaluation metrics for NLG. In Proceedings
of the 2017 Conference on Empirical Methods in
Natural Language Processing, pages 2241–2252,
Copenhagen, Denmark. Association for Computa-
tional Linguistics.

Juri Opitz. 2020. AMR quality rating with a
lightweight CNN. In Proceedings of the 1st Con-
ference of the Asia-Pacific Chapter of the Associa-
tion for Computational Linguistics and the 10th In-
ternational Joint Conference on Natural Language
Processing, pages 235–247, Suzhou, China. Associ-
ation for Computational Linguistics.

Juri Opitz and Anette Frank. 2019. Automatic accu-
racy prediction for AMR parsing. In Proceedings
of the Eighth Joint Conference on Lexical and Com-
putational Semantics (*SEM 2019), pages 212–223,
Minneapolis, Minnesota. Association for Computa-
tional Linguistics.

Juri Opitz, Anette Frank, and Letitia Parcalabescu.
2020. Amr similarity metrics from principles.
Transactions of the Association for Computational
Linguistics, 8(0):522–538.

Martha Palmer, Daniel Gildea, and Paul Kingsbury.
2005. The proposition bank: An annotated cor-
pus of semantic roles. Computational Linguistics,
31(1):71–106.

https://doi.org/10.18653/v1/P17-1014
https://doi.org/10.18653/v1/P17-1014
https://doi.org/10.18653/v1/P17-1014
https://www.aclweb.org/anthology/W04-1013
https://www.aclweb.org/anthology/W04-1013
http://arxiv.org/abs/1907.11692
http://arxiv.org/abs/1907.11692
https://doi.org/10.18653/v1/W17-4767
https://doi.org/10.18653/v1/W17-4767
https://doi.org/10.18653/v1/P19-1598
https://doi.org/10.18653/v1/P19-1598
https://doi.org/10.18653/v1/P19-1598
https://doi.org/10.18653/v1/P18-1037
https://doi.org/10.18653/v1/P18-1037
https://doi.org/10.18653/v1/2020.acl-main.167
https://doi.org/10.18653/v1/2020.acl-main.167
https://doi.org/10.18653/v1/2020.acl-main.167
https://doi.org/10.18653/v1/2020.coling-main.420
https://doi.org/10.18653/v1/2020.coling-main.420
https://doi.org/10.18653/v1/2020.acl-main.448
https://doi.org/10.18653/v1/2020.acl-main.448
https://doi.org/10.18653/v1/2020.acl-main.448
https://doi.org/10.18653/v1/S17-2090
https://doi.org/10.18653/v1/S17-2090
https://doi.org/10.18653/v1/S17-2090
https://doi.org/10.18653/v1/D18-1429
https://doi.org/10.18653/v1/D18-1429
https://doi.org/10.18653/v1/D18-1429
https://doi.org/10.18653/v1/S17-2160
https://doi.org/10.18653/v1/S17-2160
https://doi.org/10.18653/v1/S17-2160
https://doi.org/10.18653/v1/D17-1238
https://doi.org/10.18653/v1/D17-1238
https://www.aclweb.org/anthology/2020.aacl-main.27
https://www.aclweb.org/anthology/2020.aacl-main.27
https://doi.org/10.18653/v1/S19-1024
https://doi.org/10.18653/v1/S19-1024
https://transacl.org/index.php/tacl/article/view/2205
https://doi.org/10.1162/0891201053630264
https://doi.org/10.1162/0891201053630264


1515

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: a method for automatic eval-
uation of machine translation. In Proceedings of
the 40th Annual Meeting of the Association for Com-
putational Linguistics, pages 311–318, Philadelphia,
Pennsylvania, USA. Association for Computational
Linguistics.

Adam Poliak, Yonatan Belinkov, James Glass, and Ben-
jamin Van Durme. 2018. On the evaluation of se-
mantic phenomena in neural machine translation us-
ing natural language inference. In Proceedings of
the 2018 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, Volume 2 (Short Pa-
pers), pages 513–523, New Orleans, Louisiana. As-
sociation for Computational Linguistics.

Alexander Popov. 2017. Word sense disambiguation
with recurrent neural networks. In Proceedings
of the Student Research Workshop Associated with
RANLP 2017, pages 25–34, Varna. INCOMA Ltd.
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Miloš Stanojević, Amir Kamran, Philipp Koehn, and
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Figure 4: A critical issue and its alleviation.

A Appendices

A.1 On the soundness of comparing
generated sentences in the AMR domain

First, we provide a simple example for our argu-
ment (it is safer to compare texts generated from
AMR in the AMR domain) and then a simple
proposition together with its proof. The exam-
ple is displayed in Fig. 4, where, similar to AMR-
to-text, we see a (surjective) function that gener-
ates concrete objects from abstract objects (e.g.,
mammal→ {dog,mouse, cow}). Now, imagine
we are givenmammal and are tasked with generat-
ing a single concrete instance. How can we assess
whether our output is correct? We cannot safely
assess this by testing whether the output (e.g., cow)
is the same as another instance of mammal (e.g.,
dog). Instead, we can re-apply the abstraction f
to cow and conduct the comparison safely in the
abstract domain.
Proposition. a) The canoncical AMR-to-text eval-
uation setup, that matches generated sentence s′

to distant source sentence s, is not well defined.
b) This issue can be alleviated by grounding the
evaluation in the AMR domain by re-appling parse,
abstaining from direct use of s (thereby using AMR-
to-text generation as a right inverse function).

Proof. Let X be a set of concrete objects (e.g.,
sentences) and f a (surjective) function from X to
Y (e.g., ‘sent-to-AMR’), where Y contains abstract
objects (e.g., AMRs), s.t. |Y | < |X|. Then, using
f−1 : Y → X (e.g., ‘AMR-to-sent’)) as right-
inverse is well-defined: f◦f−1 = idY (Proposition
b), but using it solely as left-inverse (as done in pre-
vious evaluation) does not guarantee a well-defined
result: f−1 ◦ f 6= idX (Proposition a).

A.2 Form predictor selection experiment
To estimate how well they are able to assess Form,
we make use of human-assigned scores for data

F1 score
grammaticality fluency

LM poor/perfect all poor/perfect all

GPT2 0.80 0.74 0.80 0.71
GPT2-distill 0.79 0.73 0.76 0.70
BERT 0.80 0.72 0.80 0.72
RoBERTa 0.66 0.72 0.69 0.72

Table 4: Results for assessing the Form score predic-
tion (corpus-level) of different LMs for NLG-generated
sentences against humans judgements (separated by
grammaticality and fluency); all: all 12k generated sen-
tences vs. ’poor/perfect’: the 5k instances of best/worst
generations in both grammaticality and fluency.

Reentrancies SRL negation NER

P R F1 P R F1 P R F1 P R F1

apprUB 72.1 60.7 65.9 77.7 73.5 75.5 88.6 70.5 78.5 82.2 80.1 81.1

R’19 63.7 50.3 56.2 71.1 62.4 66.4 72.1 50.6 59.5 82.2 70.7 76.0
G’19 66.9 52.9 59.1 73.7 64.9 69.0 75.0 51.5 61.1 78.6 68.9 73.5
Wb’20 67.6 51.5 58.4 75.1 63.6 68.9 74.3 49.7 59.6 86.5 60.3 71.0
C’20 66.1 52.4 58.4 73.4 64.8 68.8 78.3 54.2 64.1 80.8 67.2 73.4
Mb’20 65.9 53.2 58.9 74.3 65.7 69.8 70.6 45.5 55.3 82.6 69.4 75.4
M’20 67.9 53.3 59.7 76.4 66.5 71.1 73.7 53.9 62.3 82.8 68.3 74.9
W’20 68.8 55.7 61.6 76.1 68.1 71.9 79.2 55.1 65.0 82.4 67.3 74.1

Table 5: Fine-grained results using MF0 parameter-
ized with metrics proposed by Damonte et al. (2017).

from the WebNLG task as provided by Gardent
et al. (2017). It contains grammaticality and flu-
ency judgments by humans for more than 2000
machine-generated sentences. We report the F1
score, both for grammaticality and fluency, by con-
verting the human assessment scores to accept pre-
dictions, and using them as a gold standard to eval-
uate the LM-based accept predictions over (i) all
12k sentence pairs13 and (ii) only the 5k sentence
pairs where both grammaticality and fluency where
either rated as ‘perfect’ (max. score) or ‘poor’ (min.
score) by the human.14

The results are displayed in Table 4 and show (i)
that the LMs lie very close to each other with re-
spect to their capacity to predict fluency and gram-
matically, and (ii) that both fluency and grammati-
cality can be predicted fairly well.

A.3 RESMATCH with fine-grained meaning
metrics

Using Damonte et al. (2017)’s metric suite for fine
grained semantic system analysis, we obtain fine-
grained results with respect to various meaning
aspects of system performance. The results are
shown in Table 5.

In sum, the system of W’20 appears to be the
13This includes all generated sentences from a given input,

as provided by Gardent et al. (2017); Shimorina et al. (2017)
14The ratings are based on a 3-point Likert scale.
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----------------------original sent------------------------
Since there is responsibility, we are not afraid.

-----------------------original AMR------------------------
(c / cause-01

:ARG0 (r / responsible-02)

:ARG1 (f / fear-01

:polarity -

:ARG0 (w / we)))
------------Candidate 1-------------Candidate 2------------
We are not responsible We are not afraid

because we fear . for responsibility .
-------pA=f(A)------Reconstructions--------pB=f(B)--------

(c1 / cause-01 (c1 / fear-01
:ARG0 (c5 / fear-01) :ARG0 (c5 / we)

:ARG1 (c4 / responsible-01 :ARG1 (c4 / responsible-03

:ARG0 (c10 / we) :ARG0 c5)

:polarity - )) :polarity - )

------------------------Negation F1-------------------------

negationF1 = 0.00 << negationF1 = 100
------------------------------------------------------------

Figure 5: Explained negation confusion.

clear winner in most aspects of meaning. This is
intuitive, since the system has been trained with
an auxiliary signal that provides information on
how well an AMR can be reconstructed from the
generated sentence.

A.4 RESMATCH explains negation error

In Figure 5, both systems struggle to fully cap-
ture the meaning of the original AMR f(s). How-
ever, the system based on GPT medium (Mb’20)
erroneously assesses that we are not responsible
and we fear. However, quite the opposite is true:
the gold graph and gold sentence states that there
is responsibility and there is no fear. This impor-
tant facet of meaning is better captured by C’20.
The reconstruction shows that it reflects the gold
negated concepts much better and does not distort
facts that are core to the meaning. In consequence,
the negation F1 is zero for the left sentence with
the distorted facts and maximum for the sentence
that sticks true to the facts.

A.5 RESMATCH explains SRL error

Figure 6 shows an example, were RESMATCH

ranks two generated candidate sentences differently
compared to BLEU. In this case, gold sentence and
gold AMR both express that there is some soldier
who tried to defuse a bomb and got injured in the
process. Clearly, candidate generation A captures
the meaning better, in fact, it captures it almost
perfectly. However, since the surface text deviates
from the gold sentence, BLEU overly penalizes this
generation and assigns a very low score of 10.6
points. In contrast, candidate B matches the sur-
face slightly better (12.2 points), but distorts the
meaning: it does not contain any information about

the soldier and states that Disarming was injured,
which is grammatically correct, but semantically
wrong, or even non-sense.

We see that the surface matching metric cannot
explain its scores (beyond superficial statistics) and
delivers a ranking that does not appropriately re-
flect the performance of the generation systems.
However, RESMATCH shows that the gold parse
and the parse of candidate A agree with each other
in the central ARG1-role of the main predicate
injure-01: it is the soldier who got injured. On
the other hand, in the reconstruction of the AMR
of candidate B, the ARG1 argument is filled differ-
ently: it is the disarmament that gets injured.

This assessment allows RESMATCH to incre-
ment the score for generation A by a large margin,
from 10.6 (BLEU) to 93.3 points (RESMATCH),
expressing substantial agreement in meaning with
the gold. The score for the candidate generation
B also gets incremented – but it gets incremented
much less, only to 70.2 points, expressing good
to mediocre agreement. Thus, by detecting the
SRL confusion, RESMATCH re-ranks the candidate
generation such that the resulting ranking is more
appropriate.

----------------------original sent------------------------

Soldier injured during bomb defusion in Kathmandu after

state of emergency expires .
-----------------------original AMR------------------------

(i / injure-01
:ARG0 (d / defuse-01

:ARG1 (b / bomb)
:location "Kathmandu")

:ARG1 (s / soldier)

:time (a / after
:op1 (e / expire-01

:ARG1 (s2 / state
:mod (e2 / emergency

)))))
----------Candidate 1-------------Candidate 2--------------
The Soldier was injured Disarming the bomb in

in the defuse of the bomb Kathmandu was injured

in Kathmandu after the in Kathmandu after state
emergency state expired . of emergency expires .
-----------------------BLEU score--------------------------

score(A,s) = 10.6 << score (B,s) = 12.2
---------------------Reconstructions-----------------------
(c0 / injure-01 (c0 / injure-01

:ARG1 (c1 / soldier) :ARG1 (c1 / disarm-01

:ARG2 (c2 / defuse-01 :ARG1 (c4 / bomb))
:ARG1 (c4 / bomb) :location "Kathmandu"
:location "Kathmandu" :time (c2 / after
) :op1 (c5 / decline-02

:time (c3 / after :ARG1 (c7 / state-01
:op1 (c6 / expire-01 :location c3

:ARG1 (c8 / state :mod (c8 / emergency
:mod (c9 / emergency ))))))
)))))

------------------------RESMATCH F1------------------------
93.3 >> 70.2

-----------------------------------------------------------

Figure 6: Explained SRL confusion.

A.6 Annotation study for form assessment
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Sys (W’20): He also said that our athletes do n’t very use of competition under strong sunlight .
Corr (human): He also said that our athletes are not very used to competition under strong sunlight .
----> not acceptable

Sys (W’20): Sheng Chen , the 6 th position of Hubei province , who was totally scored 342.60 at 342.60 points this year ,
is a temporary position .
Corr (human): Sheng Chen , the 6 th position of Hubei province , who has totally scored 342.60 points this year ,
is in a temporary position .
----> not acceptable

Sys (W’20): The Chinese competitors are Lan Wei and Sheng Chen , qualify semi - final .
Corr (human): The Chinese competitor Lan Wei and Sheng Chen qualify for the semi - final .
----> acceptable

Sys (M’20): Fengzhu Xu won many championships in international competition before .
Corr (human): Fengzhu Xu won many championships in international competitions before .
----> acceptable

Figure 7: Sentences of flawed form. ---> refers to the binary acceptability judgment (Eq. 2.3).

Annotator and annotation The English native
speaker (UK) annotated 50 paired sentences of
M’20 and W’20. They were presented in shuffled
order and the annotator was tasked with assigning
a nominal number, starting from zero, that indi-
cates the amount of grammatical or fluency issues
as assessed by the native speaker. Additionally, the
human was asked to provide a correction.

Examples of sentences of flawed form. See Fig-
ure 7.


