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Abstract

We present a system for resolving coreference

on theater plays, DramaCoref. The system

uses neural network techniques to provide a

list of potential mentions. These mentions are

assigned to common entities using generic and

domain-specific rules. We find that Drama-

Coref works well on the theater plays when

compared to corpora from other domains and

profits from the inclusion of information spe-

cific to theater plays. On the best-performing

setup, it achieves a CoNLL score of 32% when

using automatically detected mentions and 55%

when using gold mentions. Single rules achieve

high precision scores; however, rules designed

on other domains are often not applicable or

yield unsatisfactory results. Error analysis

shows that the mention detection is the main

weakness of the system, providing directions

for future improvements.

1 Introduction

We present experiments on resolving coreferences

in theater plays/dramas. Coreference resolution

(CR) aims to assign all mentions in a text to their

respective discourse entities. Doing so offers many

benefits for working with theater plays, yet CR on

this type of text is rarely performed.

Next to prose and poetry, drama is considered

one of the three main literary genres since Ancient

Greece (Aristoteles, 1982). Dramas are scripts to

be performed in theatre. Furthermore, drama is a

highly structured text type: To a large extent, it

consists of character speech with clear indication

of the speaker, as well as some stage directions and

a segmentation into acts/scenes. Usually, dramas

also contain a so called dramatis personæ, which is

a list of cast members which will appear during the

course of the play. This list typically contains fur-

ther information about the characters, like family

relations, which in turn can be exploited to better

resolve certain coreferent mentions.

ACT I, Scene I. The Prince’s Cabinet
The Prince, seated at a desk, which is covered with papers.
PRINCE. Complaints; nothing but complaints! [. . . ] To be
sure, if we could relieve every one, we might indeed be envied.
Emilia? opening a petition, and looking at the signature. An
Emilia? Yes—but an Emilia Bruneschi—not Galotti. Not
Emilia Galotti. What does she want, this Emilia Bruneschi?
Reads She asks much—too much. But her name is Emilia. It
is granted signs the paper, and rings.

Figure 1: Opening scene of Gotthold Ephraim Lessing’s

Emilia Galotti. Translation from German by the authors.

Characters are a constitutive ingredient for the-

ater plays, and scholarly analysis often revolves

around characters, their depiction, and their rela-

tions. While dramas make it straightforward to

detect character speech, references to characters

within the speech of other characters can really

only be detected using CR.1 These character ref-

erences provide insight into how characters are in-

troduced and seen by other characters, sometimes

well before appearing on stage themselves. This

can already be seen in Figure 1, which is the open-

ing scene of a play. The character Emilia Galotti

only enters the stage in the second act, but from

the very beginning, other characters talk about her,

thus shaping her reception by readers and audience.

In this paper, we present a system to automati-

cally resolve these coreferences. It makes use of

both neural network and rule-based components.

Both have been adapted to the dramatic text type,

either through fine-tuning or the addition of specific

rules.

2 Related work

CR has received a lot of attention, mostly fo-

cused on the English language and evaluated

on news texts (Lee et al., 2013; Björkelund

and Kuhn, 2014; Clark and Manning, 2016;

Martschat, 2017; Lee et al., 2017, 2018; Joshi et al.,

1Andresen and Vauth (2018) point out similar things for
prose texts.
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2019). The two published CR systems for Ger-

man are CorZu (Tuggener, 2016) and IMS Hot-

Coref DE (Rösiger and Kuhn, 2016). CorZu

is a rule-based system that iteratively eliminates

possible mention pairs by checking a number of

linguistic features. It achieves 64.79 MELA F-

Score (Pradhan et al., 2012) on TüBa-D/Z, an an-

notated corpus of German news text (Naumann,

2007)2. IMS HotCoref DE is a machine learn-

ing system that is based on the multi-language

IMS HotCoref system by Björkelund and Kuhn

(2014). IMS HotCoref searches for possible an-

tecedents based on latent search trees and uses

global features to train a perceptron for classi-

fication. IMS HotCoref DE modifies IMS Hot-

Coref by adding language-specific properties such

as morphological information and making use

of GermaNet (Hamp and Feldweg, 1997). Re-

cently, Schröder et al. (2021) presented a system for

neural end-to-end coreference resolution on Ger-

man data, including literary data. Their system

outperforms the previous state-of-the-art system

IMS HotCoref DE by up to 30 percentage points.3

There are only few publications that focus on

CR for literary texts. BookNLP (Bamman et al.,

2014) is a full NLP pipeline optimised for (English)

long texts. To resolve coreferential links, noun

phrases are clustered, following Davis et al. (2003)

(without evaluation). The resolution of anaphora

is based on linguistically motivated features and

a Bayesian classifier. It achieves an accuracy of

82%, evaluated on under 900 mention pairs from

three literary novels. Krug et al. (2015) describe a

CR system that only resolves references to literary

characters. The system is an adaptation of Lee et al.

(2011) and achieves a performance of about 56 B3

F-Score (outperforming CorZu). Van Cranenburgh

(2019) also build upon Lee et al. (2011) and present

results for CR on Dutch novels. Like Krug et al.

(2015), they limit their annotation of mentions to

literary characters, but also include inanimate ob-

jects. Table 1 shows self-reported results from the

two aforementioned works for CR on literary texts,

contrasted with results from Lee et al. (2011), on

which system both works are build upon.

To our knowledge, no system has been published

for German data that is tailored to dramatic or dia-

logical texts. Only a few publications deal explic-

itly with domain adaptation for CR systems (Apos-

2https://uni-tuebingen.de/de/134290
3The paper got released during the final preparation of this

paper.

tolova et al., 2012; Yang et al., 2012; Zhao and

Ng, 2014). Do et al. (2015) describe a method for

adapting the Berkeley CR system to narrative texts

using linear programming.

In terms of data sets, there are only a few read-

ily available. Bamman et al. (2019) released a

corpus with annotated entity types (following the

ACE standard) on English literary texts. Rösiger

et al. (2018) describe challenges in the annotation

of literary texts, including plays. In previous own

work (Pagel and Reiter, 2020), we have presented

a corpus of 31 German language plays annotated

for coreference, which will be used as the main

resource in this paper.

3 DramaCoref

We propose a hybrid system, using neural and rule-

based components, for resolving coreference on

theater plays, called DramaCoref. The system fol-

lows the classic distinction into mention detection

and coreference resolution component. For men-

tion detected, we apply a system that is based on

a BERT-model, and fine-tune it to our task and do-

main. We generally see mention detected as similar

to named entity recognition (NER), and follow best

practices and settings for NER.

The coreference resolution component is based

on Stanford’s Multi-Pass Sieve Coreference Res-

olution System (Raghunathan et al., 2010; Lee

et al., 2011, 2013). Rule-based systems have been

shown to provide good results for CR on literary

data (Krug et al., 2015; van Cranenburgh, 2019).

For this type of data, rule-based systems also come

with certain advantages, as (i) no training data is

needed, which is usually sparse for the literary do-

main (cf. Krug et al., 2015), (ii) rule-based systems

tend to generalize better on unseen domains (Lee

et al., 2013, p. 886) and (iii) the rules can be easily

crafted and changed to fit the needs of the specific

domain (van Cranenburgh, 2019, p. 28).

We adopt all passes of Raghunathan et al. (2010)

and Lee et al. (2011) to test how general purpose

rules fair on dramas and add passes designed to

yield high precision on this type of text. In particu-

lar, we add a pass that matches lemmas of heads of

mentions, since the dramas are in German language

and head words can be morphologically complex.

Furthermore, we advance the pronoun related rule

of Lee et al. (2011) and split it into first, second and

third person rules. This allows us to specifically

target these different cases and exploit the fact that
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Paper Mentions MUC B3 CEAFe CoNLL

auto 0.61 0.69 0.45 0.58
Lee et al. (2011)

gold 0.65 0.71 0.48 0.61

auto 0.86 0.56 NA NA
Krug et al. (2015)

gold NA NA NA NA

auto 0.71 0.62 0.67 0.67
van Cranenburgh (2019)

gold 0.78 0.72 0.78 0.76

Table 1: Comparison of results from different papers. All scores for the different evaluation measures are F1 scores.

dramas mark speaker turns.

Like in Lee et al. (2011), single passes are tested

for their precision on a held-out dataset and then

ordered by precision; the pass with the highest

precision is applied first. Passes which are applied

later receive the clusters of previous passes as input,

so clusters are build up successively.

Table 2 gives an overview of all passes deployed

within DramaCoref. Pass 1 groups mentions into

clusters that have identical surface strings. Pass

2 matches structurally predictable constructions,

such as appositions and relative clauses (cf. Raghu-

nathan et al., 2010). Pass 3 matches for identical

heads of two mentions, while disallowing mentions

that are embedded within each other or that do

not contain stop words or modifiers present in the

cluster of the other mentions. Passes 4 and 5 are

variations on this and drop the aforementioned con-

straints, respectively. Pass 6 drops the constraints

of passes 4 and 5, but requires two mentions to

share the same named entity category. Pass 7 and

9 resolve pronouns. Pass 10 matches mentions that

are identical after dropping any words following

the head words. Pass 11 matches mentions with

proper nouns as head words. Pass 12 handles in-

formation from lexical resources and matches men-

tions which heads are in a synonymy or hyponymy

relationship. For a detailed description of the func-

tionality of passes 1–12, see Raghunathan et al.

(2010) and Lee et al. (2011). Pass 2 from Raghu-

nathan et al. (2010) and pass 12 and 14 (here pass

9) from Lee et al. (2011) have been subdivided into

passes 2a-c, 9a-b and 12a-b to enable a more de-

tailed evaluation, but still serve the same purpose

as in the original papers. While pass 7 from Raghu-

nathan et al. (2010) originally resolved general pro-

nouns, it here only resolves third person pronouns.

Pass 11 from Raghunathan et al. (2010) has been

extended by a new variation 11a. All changes to

passes from Lee et al. (2011) and Raghunathan

et al. (2010) as well as passes newly introduced to

the system are listed below:

Pass 11a Like pass 11, but adds the constraint

that modifiers of either candidates cannot contain a

first person pronoun if the speakers differ or a sec-

ond person pronoun if the next or previous speaker

differs.

Pass 12a and 12b Like pass 12 in Lee et al.

(2011), but instead of WordNet (Fellbaum, 1998),

GermaNet (Hamp and Feldweg, 1997) is used.

Pass 14 This pass works the same as pass 1, ex-

cept it does not operate on tokens but lemmas only.

This change targets the morphological complexity

of German, so that inflected word forms are not

counted as a mismatch.

Post-processing In a post-processing step, clus-

ters are merged when they contain at least one men-

tion that is referring to the same cast member of

the play. In the cases of first-person pronouns, the

speaker can be identified as the referred cast mem-

ber. In the cases of proper names, DramaCoref

gets a list of all cast members from the dramatis

personæ as input and tries to assign the correct cast

member via string comparison between all men-

tions in the dramatis personæ and all mentions in

the cluster.

In a very last step, all singletons, i.e. clusters

that only contain one single mention, are removed,

since all the datasets used in the experiments do

not contain singletons.

4 Experiments

4.1 Data

The experiments are performed on the GerDraCor-

Coref data (Pagel and Reiter, 2020). GerDraCor-

Coref is a corpus of coreference annotations on

dramas in German language, including 31 texts
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Pass ID Short Name Source

1 ExactMatch Raghunathan et al. (2010)

2a Acronyms Raghunathan et al. (2010)

2b Appositions Raghunathan et al. (2010)

2c RelPron Raghunathan et al. (2010)

3 StrictHeadMatch Raghunathan et al. (2010)

4 StrictHeadMatchVar1 Raghunathan et al. (2010)

5 StrictHeadMatchVar2 Raghunathan et al. (2010)

6 HeadEntail Raghunathan et al. (2010)

7 Pron3rdPers Raghunathan et al. (2010)

9a SpeakerPron1stPers Lee et al. (2011), modified

9b SpeakerPron2ndPers Lee et al. (2011), modified

10 RelaxedStringMatch Lee et al. (2011)

11 ProperHeadWordMatch Lee et al. (2011)

11a PoperHeadWordMatchVar1 New

12a LexicalSynonym Lee et al. (2011), modified

12b LexialHyponym Lee et al. (2011), modified

14 ExactLemmaMatch New

Table 2: All passes of DramaCoref.

from 1732 to 1921. All texts come from GerDra-

Cor (Fischer et al., 2019), a corpus of German

dramas, which is encoded in TEI/XML to mark

act and scene segmentations and speaker changes,

among others. In total, the dataset is comprised of

298,352 tokens, 61,126 mentions and 5,473 enti-

ties. The most frequent part-of-speech for mentions

are pronouns with 40% of the overall number of

mentions, followed by noun phrases and named

entities.

Pagel and Reiter (2020) point out several ob-

servations about the data and regarding the use of

coreference in the texts: Since the texts are con-

siderably longer than in common domains, such as

newspaper texts, coreference chains can become

quite long as well. Especially chains involving

main characters of the plays entail many mentions

and span the entirety of the text. On average, dra-

mas contain more mentions, but less entities when

compared to news and interview corpora. Addi-

tionally, the number of pronouns in coreference

chains is much higher compared to other domains

(40% for GerDraCor-Coref, compared to 20% in

TüBa-D/Z).

For the experiments, we use all mentions and

coreference clusters from GerDraCor-Coref except

for clusters containing non-nominal antecedents (cf.

Kolhatkar et al., 2018).

4.2 Neural mention detection

We extract all possible mentions using a

transformer-based approach via fine-tuning a pre-

trained German BERT model (Devlin et al., 2019)

provided by HuggingFace4. While the pre-trained

BERT model is not specifically tuned to work on

Named Entity Recognition (NER) or similar tasks,

it nevertheless performs well on German bench-

mark NER evaluation datasets, like CoNLL 2003

(0.80 F1) or GermEval14 (0.84 F1)5.

We also compare the performance to Hugging-

Face’s DistilBERT model6 (Sanh et al., 2019), a

smaller version of BERT with comparable perfor-

mance, and a BERT model fine-tuned on German

literary texts and NER, also hosted by Hugging-

Face7.

While mention detection is not identical with

NER, we assume that the tasks are similar enough

that a model for mention detection will benefit from

knowledge about named entities.

Experimental setup The pre-trained BERT mod-

els all have embedding and hidden state dimension

size of 768. Dropout was set to 0.1 and 12 attention

4https://huggingface.co
5https://huggingface.co/

bert-base-german-cased
6https://huggingface.co/

distilbert-base-german-cased
7https://huggingface.co/

severinsimmler/literary-german-bert
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heads were used while training. In all cases, we run

fine-tuning over 4 epochs with an early stopping

criterion of 3 and use a train-test split of 80%-20%.

AdamW was used as optimizer. Learning rate was

set to 4e−5 and the batch size to 8. The maximum

length a sequence could have was set to 128.

The BERT-based models are compared to a base-

line that uses the Berkeley Parser (Petrov et al.,

2006). From the parser’s output, we treat all pre-

dicted noun phrases as mentions8.

Results The results of our neural mention detec-

tion experiments are shown in Table 3. We find

that our setup outperforms the baseline based on

parsing in terms of accuracy and precision, how-

ever, the baseline yields slightly better results in

the macro F1 score. Using a BERT-based model

fine-tuned on German literary text is not able to

outperform the generic German BERT model, but

rather lowers the performance quite notably. We

do not find a difference in the performance of the

base BERT model and DistilBERT.

Considering the higher score in accuracy with an

almost identical F1 score, we opt to use the output

of DistilBERT over the parser output as input for

the coreference resolution component.

4.3 Sieve-based coreference resolution

We use the best performing model of the exper-

iment in Section 4.2 as input for DramaCoref,

which is DistilBERT. This component works as

described in Section 3. All evaluation scores are

measured using the coreference scorer from Prad-

han et al. (2014). For the development set, on

which the ordering of the passes will be determined,

we randomly assign 20% of the documents from

GerDraCor-Coref, while the rest is used for testing.

Baselines Before discussing the results of our

resolution component, we show different baselines

on the GerDraCor-Coref data in order to get a bet-

ter understanding of the general performance of

DramaCoref, since there are no other results to

compare with on this dataset.

We showcase three different baselines9: (B1) N

mentions in N clusters, meaning that every men-

tion is assigned to its own cluster, so that we end

8The parser uses the PennTree format (Marcus et al.,
1993), for which in the used implementation, pronouns are not
marked as noun phrases and noun phrases inside prepositional
phrases are completely neglected. We therefore additionally
add these to our set of output mentions.

9B1 and B2 are identical to baselines also applied in Krug
et al. (2015)

up with as many clusters as mentions, each con-

taining exactly one mention, (B2) N mentions in 1

cluster, meaning all mentions are grouped together

in a single cluster and (B3) Closest agreeing can-

didate, which assigns each mention to the closest

previous mention it agrees with syntactically and

semantically, i.e. in number, gender and NE class.

We can see from Table 4 that B2, which groups

all mentions in a single cluster, performs best,

closely followed by B3. Looking at the structure of

coreference clusters in the data, this makes sense,

since the clusters with the most mentions are clus-

ters for dramatic characters, making up a large

amount of all mentions, and resemble the setup in

the second baseline very closely. Still, performance

scores are rather low.

Results Table 6 shows the main results of our

coreference resolution component. We show both

results on predicted and gold mentions and for dif-

ferent setups. For act and scene, DramaCoref is

applied on whole acts or scenes contained within

these acts, respectively. For all following setups,

the scene setup has been used as a basis. For the

setup of castmembers-only, we remove all men-

tions that are not listed in the dramatis personæ,

so only literary characters are considered as men-

tions and resolved. This resembles more closely

the setups by Krug et al. (2015) and van Cranen-

burgh (2019). The setup dramatispersonae applies

the post-processing step described before, i.e. it

merges clusters where it can find common strings

found in the dramatis personæ.

All setups perform relatively equal, with drama-

tispersonae boosting the results slightly compared

to act. The best results on automatic mentions is

achieved by the scene setup, but for gold mentions,

dramatispersonae is best. Applying DramaCoref

only on cast members yields worst results, mainly

because of the CEAFe score dropping. This shows

a need to find better ways of resolving clusters of

literary characters, as approximately 61% of all

mentions in GerDraCor-Coref refer to literary char-

acters.

We also show the results of DramaCoref on texts

from other domains, namely TüBa-D/Z (Naumann,

2007) as newspaper domain, DIRNDL (Björkelund

et al., 2014) as radio news domain and CRETA

(Rösiger et al., 2018) as a corpus on other literary

texts which are not dramas, in Table 7. For the other

corpora, the automatic mentions were provided

with them, while for GerDraCor-Coref, we again
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Model MacroPrec MacroRec MacroF1 Acc

Parsing Baseline 0.5 0.57 0.53 0.7

DistilBERT 0.54 0.51 0.52 0.84

Base BERT 0.54 0.51 0.52 0.84

Literary BERT 0.24 0.33 0.28 0.73

Table 3: Results of the mention detection experiments.

auto gold

Baseline Precision Recall F1 Precision Recall F1

B1: N mentions in N clusters 0.23 0.13 NA 0.35 0.21 NA

B2: N mentions in 1 cluster 0.29 0.33 0.22 0.45 0.67 0.38

B3: Closest agreeing candidate 0.24 0.23 0.22 0.39 0.41 0.37

Table 4: CoNLL scores for running the different baselines on GerDraCor-Coref.

use the mentions coming from the BERT model in

Section 4.2.

Looking at the CoNLL scores, DramaCoref

works very well on CRETA and DIRNDL when

using automatically detected mentions. The re-

sults on GerDraCor-Coref are slightly higher than

on TüBa-D/Z. For the gold mentions, the CoNLL

scores for TüBa-D/Z are highest and lowest for

GerDraCor-Coref. On the one hand, this shows

that DramaCoref is working in general, as it is able

to predict coreference on texts of a different type.

On the other hand, it shows that dramas might have

properties that require more domain-specific rules

and are not covered by systems build for newspaper

texts. What can furthermore be seen is that with

gold mentions, DramaCoref is able to predict much

better than with the automatically detected men-

tions, showing the need for a more sophisticated

mention detection for dramas.

System MUC B3 CEAFe CoNLL

HotCoref 56.55 14.98 14.84 28.79

DramaCoref 42.54 19.87 18.97 27.12

Table 5: Results for comparing DramaCoref and

IMS HotCoref DE.

We also compare the results of DramaCoref to

IMS HotCoref DE on the plays. To allow for a com-

parison, we split the data in training and test set of

70% and 30%, respectively. IMS HotCoref DE is

then trained on the training set, while for Drama-

Coref, the ordering of rules is determined on this

set. Both systems are tested on the same test set.

The results can be seen in Table 5. We can see

that DramaCoref achieves comparable results to

IMS HotCoref DE, outperforming it in the B3 and

CEAFe scores. However, IMS HotCoref DE per-

forms better for the MUC score, resulting in a

slightly higher CoNLL score.

5 Error analysis

By having a closer look at the performance of the

single passes in Figure 2, we can see that, as ex-

pected, passes 9a and 9b, which handle first and sec-

ond person pronouns, perform very well. Also pass

1 for exact string matches is relatively reliable, the

remaining passes perform relatively on par. Only

passes 2a-c have almost no hits, as they handle con-

structions normally not present in dramas. We also

include the three baselines B1-3 for comparison,

which manage to outperform several passes. Pass

9a performing well is not surprising, as first person

pronouns can often be assigned very reliably to the

cluster of the current speaker. Assigning second

person pronouns with pass 9b works surprisingly

well, showing that a simple heuristic of assuming

that the current character addresses the previous

or following speaker works in many cases. Pass

1, which performed highest for Raghunathan et al.

(2010), is also strong for GerDraCor-Coref, but

does not achieve a precision of 90+% as in Raghu-

nathan et al. (2010). This might be due to the length

of the texts, where mentions with identical surface

forms can appear many times in different contexts.

Using lemmas instead of tokens for pass 14 does

not outperform pass 1.
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Mentions MUC B3 CEAFm CEAFe CoNLL

auto 0.45 0.23 0.32 0.19 0.29
act

gold 0.79 0.42 0.43 0.41 0.54

castmembers-only auto 0.44 0.26 0.35 0.15 0.28

auto 0.46 0.23 0.33 0.19 0.29
dramatispersonae

gold 0.79 0.44 0.45 0.42 0.55

auto 0.43 0.27 0.37 0.24 0.32
scene

gold 0.72 0.47 0.49 0.42 0.54

Table 6: Results of DramaCoref on GerDraCor-Coref with different setups. All scores are F1 scores.

Mentions Corpus Mention Fscore MUC B3 CEAFm CEAFe CoNLL

CRETA 0.70 0.51 0.30 0.34 0.26 0.36

DIRNDL 0.43 0.36 0.30 0.38 0.37 0.38

TüBa-D/Z 0.46 0.26 0.25 0.33 0.31 0.28
auto

GerDraCor-Coref 0.60 0.45 0.23 0.32 0.19 0.29

CRETA 0.96 0.72 0.46 0.46 0.47 0.55

DIRNDL 0.70 0.61 0.58 0.63 0.61 0.61

TüBa-D/Z 0.86 0.66 0.62 0.65 0.64 0.64
gold

GerDraCor-Coref 0.96 0.79 0.42 0.43 0.40 0.54

Table 7: Scores for running DramaCoref on different corpora. All scores are F1 scores.
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Figure 3 shows all passes applied cumulatively.

This means that the pass with the highest preci-

sion on the development set is evaluated on the

test, then the pass with the highest and second-

highest precision, and so on. This enables us to see

how the evaluation scores change when more and

more passes are added. Other than in Figure 2, the

passes are evaluated on the test set instead of the

development set, in order to get more meaningful

numbers on a larger dataset. Thus, the ordering of

the passes is different to Figure 2. Figure 3 em-

phasizes that, while the overall precision naturally

falls when more passes with lower individual preci-

sion are added, the recall does not rise significantly.

This calls for passes that are able to increase recall

while not dropping precision too much. While the

used passes did exactly that in the experiments of

Raghunathan et al. (2010) and Lee et al. (2011),

and also for van Cranenburgh (2019) on Dutch nov-

els, this seemingly does not apply to the dramas in

GerDraCor-Coref.

In general, passes from Lee et al. (2011), which

are meant for general purpose domains, do not per-

form well enough on dramas, while passes specifi-

cally engineered for this domains, do not perform

well enough in order to achieve results comparable

to other domains like newspaper texts.

Lastly, we make sure that the results are not

caused by splitting the data into a certain train-test

split by applying 10-fold cross validation. The

results are shown in Figure 4. As can be seen, the

results are relatively constant across folds, meaning

that the plays form a homogeneous whole.

6 Conclusion and future work

We present a system, DramaCoref, for coreference

resolution on German theater plays. DramaCoref

is hybrid in the sense that it uses a transformer ar-

chitecture to retrieve potential mentions and in a

second step clusters the retrieved mentions using

ordered sieves. It performs comparable to other

attempts of CR on literary data, however, theater

plays appear to be a more difficult type of data for

CR than texts of other types, e.g. newspaper texts.

While some passes that work well on newspaper

texts do not apply or underperform on the theater

plays, specific passes and newly added passes per-

form reasonably well. Our goal for future research

is the exploration of new passes, utilizing infor-

mation coming from the plays like speaker turns

and informations from the dramatis personæ like

family relations, and improving the mention detec-

tion component. Developing an end-to-end neural

network based system might also be worthwhile,

as it makes the need for two distinct components

obsolete; however, at this point, the available train-

ing data does not seem to be sufficient for such an

approach.
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A Overview table with detailed results

Table 8 shows detailed results for applying Drama-

Coref on different corpora, for several evaluation

metrics broken down by precision, recall and F1-

score.
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