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Abstract

Argument role labeling is a fundamental task
in Argument Mining research. However, such
research often suffers from a lack of large-
scale datasets labeled for argument roles such
as evidence, which is crucial for neural model
training. While large pretrained language
models have somewhat alleviated the need
for massive manually labeled datasets, how
much these models can further benefit from
self-training techniques hasn’t been widely ex-
plored in the literature in general and in Ar-
gument Mining specifically. In this work, we
focus on self-trained language models (par-
ticularly BERT) for evidence detection. We
provide a thorough investigation on how to
utilize pseudo labels effectively in the self-
training scheme. We also assess whether
adding pseudo labels from an out-of-domain
source can be beneficial. Experiments on sen-
tence level evidence detection show that self-
training can complement pretrained language
models to provide performance improvements.

1 Introduction

In the area of Argument Mining, obtaining high-
quality manually labeled data is often a compli-
cated and expensive task (Habernal et al., 2018).
Therefore, utilizing unlabeled data can help to
achieve further improvements over standard su-
pervised models. Recently, pretrained language
models have achieved significant improvements
in a wide variety of downstream NLP tasks (Ken-
ton and Toutanova, 2019; Liu et al., 2019; Yang
et al., 2019). These models utilize large unlabeled
datasets to learn meaningful representations that
are transferable across several tasks. In this work,
we extend the utilization of unlabelled data in Ar-
gument Mining by proposing to use pretrained lan-
guage models in a self-training manner. We focus
on evidence detection which is an essential compo-
nent in building natural language systems that are
capable of arguing and debating.

Self-training is a semi-supervised technique that
employs unlabeled data by using a teacher model,
trained on labeled data, to generate pseudo la-
bels out of unlabeled examples (Yarowsky, 1995;
Scudder, 1965). The pseudo labeled data are then
blended with manually labeled data to train a stu-
dent model of a similar or larger size of the teacher
model. Another way to use pseudo labels is to
blend them with labeled data and train a smaller
student model. This method is referred to as knowl-
edge distillation (Hinton et al., 2015).

In this paper, we seek to answer the following
research questions:

Q1. Under which conditions can self-training
improve finetuned pretrained language models?
To answer this question, we experiment with three
different techniques to utilize the automatically gen-
erated pseudo labels to assess whether large pre-
trained models can benefit from self-training or not.
(a) Bootstrapped self-training: where we select au-
tomatically annotated instances of high confidence
and add them to the training data during finetun-
ing. (b) Pretrain on pseudo labels: where we use
the selected samples in pretraining the model be-
fore finetuning on the manually labeled set. (c)
Masked language model pretraining: where we use
the selected samples to pretrain the model using a
masked language model objective before finetuning
the model on the manually labeled set.

Q2. Is there a constraint on the domain of un-
labeled data? In our experiments, we employ both
in-domain and out-of-domain unlabeled corpora.

Q3. Does increasing the similarity between la-
beled and unlabeled data improve self-training?
We provide a retrieval step to filter unlabeled data
by considering the most similar N samples to each
example in the training data . Our aim is to increase
the similarity between labeled and unlabeled data
by filtration.

Our contributions are as follows. (a) We pro-
pose a thorough investigation of self-training meth-
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ods for evidence detection over large pretrained
language models. (b) We empirically show that
with proper adjustments, self-training can indeed
achieve improvements over a pretrained baseline.

2 Related Work

Argument Mining spans various lines of research
work. Stab and Gurevych (2014), Habernal and
Gurevych (2017), and Persing and Ng (2015) fo-
cus on identifying and classifying argument roles
in text. Another direction is to mine argument
units that are relevant to specific claims or topics
(Shnarch et al., 2018; Biran and Rambow, 2011;
Levy et al., 2017). Our work directly extends the
work in this area by Shnarch et al. (2018). Evidence
detection, as viewed in this work, aims at classify-
ing relevant sentences to a certain topic. Shnarch
et al. (2018) benefits from large-scale weakly la-
beled data described in Levy et al. (2017) blended
with manually annotated data to train a BiLSTM
with GLoVe embeddings and integrate the topic
with an attention mechanism. Our work also aims
at making use of weakly labeled data. However, in-
stead of using the retrieved data described in Levy
et al. (2017) directly, we employ a teacher model
trained on the manually annotated data to generate
the pseudo labels for the unlabeled set.

Our work falls under the umbrella of semi-
supervised learning. In natural language process-
ing, the recent use of unlabeled data has focused
on pretraining large language models (Kenton and
Toutanova, 2019; Howard and Ruder, 2018; Rad-
ford et al., 2018), which has led to remarkable
improvements across a wide variety of NLP down-
stream tasks. In Argument Mining, Chakrabarty
et al. (2019) retrieved sentences with seeds as In My
Opinion (IMO) and In My Humble Opinion (IMHO)
and used them to finetune a language model be-
fore finetuning on a claims dataset. Reimers et al.
(2019) used contextualized embeddings (ELMo and
BERT) to classify and cluster argument compo-
nents. In their work, they reported an 80% accu-
racy when finetuning BERT over the evidence data
described in Shnarch et al. (2018) and 81% when
concatenating the topic with the input evidence.
Following the same line of work, we first finetune
BERT over the same evidence dataset and use it
as our baseline model. We then extend finetuned
BERT by utilizing it as a teacher in a self-training
manner, which hasn’t been explored in the litera-
ture before.

Self-training has proven to be beneficial in a
wide variety of tasks (Yalniz et al., 2019; Xie et al.,
2020; Zoph et al., 2020; Kahn et al., 2020; Pino
et al., 2020; Wang et al., 2021). In natural lan-
guage processing, Ruder and Plank (2018) eval-
uated several semi-supervised baselines on senti-
ment analysis and part of speech tagging. They
built their experiment over a BiLSTM baseline.
While their work established solid baselines for
semi-supervised learning in neural models, their
methods focused on recurrent neural models. On
the other hand, our experiments study self-training
in the context of large pretrained language models.

Self-trained pretrained language models haven’t
been studied extensively in the literature. Du et al.
(2021) studied self-training as another way of lever-
aging unlabeled data on top of large pretrained lan-
guage models. They achieved 2.6% improvements
in standard classification tasks. Khalifa et al. (2021)
used simple bootstrapped self-training over BERT
to improve zero-shot and few-shot classification of
Arabic dialects. We instead use self-training on top
of pretrained language models for sentence-level
evidence classification. Our main incentive is to
explore the utility of self-training techniques in ar-
gument mining where acquiring manually labeled
data is usually hard to get in large quantities.

3 Datasets

3.1 Manually labeled dataset

We make use of the IBM debater evidence dataset1

created by Shnarch et al. (2018), which is com-
posed of 118 topics chosen from various debate por-
tals. The dataset consists of 5785 topic-dependent
sentences in total split into two sets: 4066 instances
for training and 1719 instances for testing. For each
topic, Shnarch et al. (2018) retrieved sentences
from Wikipedia which are then manually annotated
by 10 workers per topic. The crowd-annotators
either select whether a sentence is evidence or non-
evidence for a given topic. Table 1 shows examples
from the evidence and non-evidence sentences in
the IBM debater evidence dataset.

3.2 Unlabeled datasets

In our experiments, we rely on two sets of un-
labeled (for evidence) data. The first one is an
in-domain argumentative corpus from Wikipedia.
The second one is a slightly out of domain (not

1https://www.research.ibm.com/artificial-
intelligence/project-debater/
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sentences
Topic: "We should limit executive compensation"

evidence A February 2009 report, published by
the Institute for Policy Studies notes the
impact excessive executive compensa-
tion has on taxpayers: U.S. taxpayers
subsidize excessive executive compen-
sation - by more than $20 billion per
year - via a variety of tax and account-
ing loopholes.

non-evidence A say on pay - a non-binding vote of
the general meeting to approve director
pay packages, is practised in a growing
number of countries.

Table 1: Labeled Wikipedia examples in the IBM De-
bater evidence dataset

Wikipedia) argumentative corpus called Webis-
Debate-16, that is unlike Wikipedia, constructed
from online debates.

Wikipedia unlabeled data. Following the
method described in Levy et al. (2017), we use the
data retrieved by querying Wikipedia with a query
composed of "that" + topic_concept. The work
done by (Shnarch et al., 2018) suggests that the
previous query can yield argumentative sentences
in general, not just claims . The resultant corpus
is composed of 29k candidate sentences. Table 2
shows an example unlabeled retrieved sentence out
of Wikipedia.

sentences
Topic: "Doping in sport"

example In October, the International Volleyball
Federation closed the doping charges af-
ter concluding that "there is no evidence
of an anti-doping rule violation" [REF].

Table 2: Unlabeled example retrieved from Wikipedia

Webis-Debate-16 dataset. In order to assess
whether out of domain unlabeled data can im-
prove performance, we experiment with the Webis-
Debate-16 corpus2 (created from debates extracted
from idebate.org) as an unlabeled argumentative
source for evidence detection. The dataset is la-
beled on the sentence level with argumentative
versus non-argumentative labels. The dataset con-
tains 10846 argumentative phrases and 5556 non-
argumentative phrases, therefore, we utilize it as
an unlabeled (for evidence) argumentative source.
Table 3 shows examples of non-argumentative and
argumentative sentences from the Webis-Debate-
16 corpus.

2https://webis.de/data/webis-debate-16.html

sentences
Debate Topic: "Economy"

non-
argumentative

the price tag was set as being £32.7bil-
lion.

argumentative "high speed two will help to solve this
inequality by increasing connections be-
tween north and south ."

Table 3: (Non-)Argumentative examples (unlabeled
for evidence) in the Webis-Debate-16 dataset

4 Approach

Our primary goal is to investigate different methods
of self-training on top of large pretrained language
models for evidence extraction.

4.1 Finetune-BERT baseline

We start with finetune-BERT as our baseline, which
achieved the best results on IBM Debater evidence
dataset in Reimers et al. (2019). In our experiments,
we refer to this baseline as evidenceBERT.

4.2 Bootstrapped self-training

Our first self-training setting is bootstrapped self-
training, where we employ evidenceBERT to anno-
tate unlabeled data. Every epoch, we make predic-
tions over unlabeled data U . For each instance x in
U , we extract the probability assigned to the most
likely class p(x) = argmaxM(x) where xεU and
M is our evidenceBERT. The examples are then
ranked based on the probabilities and the top N ex-
amples selected. In our experiments, we determine
N by choosing the percentile of the top examples.
Due to limited computational resources, we vary
the percentiles from 10% to maximum 50%.

4.3 Pretrain on pseudo labels

Weakly labeled data has been used in pre-training
neural models in information retrieval (Dehghani
et al., 2017) and sentiment analysis (Severyn and
Moschitti, 2015). We employ the generated pseudo
labels from evidenceBERT to initially finetune
BERT before finetuning over the manually labeled
set.

4.4 Masked language model pretraining

In these experiments, we use the top N examples
from the automatically labeled data to train on a
masked language model objective. We finetune the
masked language model using Wolf et al. (2019).
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Figure 1: Self-training techniques results

4.5 K-nearest neighbors based filtration
Following the selection from unlabeled data
method in Du et al. (2021), we encode manu-
ally labeled and unlabeled datasets using XMLR
RoBERTa (Conneau et al., 2020) which achieves
state-of-the-art results on the Semantic Textual Sim-
ilarity benchmark (Cer et al., 2017). Then, for each
instance in the manually labeled set, we select the
top 5 nearest neighbors from the unlabeled set. We
hypothesize that this process will yield more evi-
dence like data from the whole argumentative set.
We employ the new retrieved set in the three con-
figurations of self-training we experiment with.

5 Results

After presenting the baseline pretrained finetuned
language model results, we discuss how adding the
different self-training approaches sheds light on the
three research questions introduced in Section 1.

evidenceBERT. We start by replicating the re-
sults in Reimers et al. (2019), using the BERT im-
plementation from Wolf et al. (2019). For training
hyperparameters, we finetune BERT for 6 epochs
of training. We employ Adam (Kingma and Ba,
2014) optimizer for training and an initial learning
rate of 4e − 5. We chose our training parameters
based on a manual search optimized on 5% of the
training data. We achieve an accuracy of 80% on
the test set, which is almost the same result reported
in Reimers et al. (2019).

Q1. Under which conditions can self-training
improve finetuned pretrained language mod-
els? Results suggest that by adding appropriate
N pseudo examples, bootstrapped self-training and
masked language model pretraining can improve
accuracy over evidenceBERT. Figure 1 shows that
both bootstrapped self-training and masked lan-
guage model pretraining can improve accuracy by
1% to 2% over finetuned BERT at optimal N .3

3A similar level of improvement was found by Du et al.

While both masked language model pretraining
and bootstrapped self-training can improve perfor-
mance, the masked language model pretraining is
more robust to the selected N pseudo examples
(e.g., masked language modeling never degrades
baseline performance). On the other hand, Fig-
ure 1 implies that utilizing pseudo examples in
regular pretraining always performs poorly when
compared to the evidenceBERT baseline.

Q2. Is there a constraint on the domain of
unlabeled data? Comparing Figure 1 C and D to
Figure 1 A and B, respectively, suggests that using
an unlabeled corpus from a different distribution
like Webis-Debate-16 largely can achieve similar
improvements as using unlabeled Wikipedia. This
is true for masked language model pretraining and
bootstrapped self-training, both when comparing
results to evidenceBERT at optimal N pseudo ex-
amples (except for masked language modeling in
C versus A) and with respect to robustness over N .

Q3. Does increasing the similarity between la-
beled and unlabeled data improve self-training?
Comparing Figure 1 B and D to Figure 1 A and C,
respectively, shows that increasing the similarity
between labeled and unlabeled data yields improve-
ments in terms of accuracy at optimal N , particu-
larly when using out of domain unlabeled data as
both masked language modeling and bootstrapped
self-training improve. Robustness also improves.

6 Conclusion and Future Work

We explored a variety of self-training configura-
tions for evidence detection on top of BERT. Re-
sults show that 1) self-training with bootstrapped
self-training and masked language model pretrain-
ing (but not with pretrain on pseudo labels) can
improve finetuned large pretrained language mod-
els such as BERT; 2) unlabeled data can be utilized
from both in-domain (Wikipedia) or out-of-domain

(2021) in classification tasks outside of argument mining.
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(Webis-Debate-16) sources; and 3) filtration of un-
labeled data via selecting nearest neighbors with
semantic similarity improves results. Future plans
include covering more Argument Mining tasks and
domains, optimizing selection of nearest neighbors
instead of using fixed k, and using various blending
techniques of pseudo labeled data during training.
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