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Abstract

In recent years, conversational recommender
systems (CRSs) have drawn a wide attention in
the research community, which focus on pro-
viding high-quality recommendations to users
via natural language conversations. How-
ever, due to diverse scenarios and data for-
mats, existing studies on CRSs lack unified
and standardized implementation or compar-
ison. To tackle this challenge, we release
an open-source toolkit CRSLab, which pro-
vides a unified and extensible framework with
highly-decoupled modules to develop CRSs.
Based on this framework, we collect 6 com-
monly used human-annotated CRS datasets
and implement 19 models that include ad-
vanced techniques such as graph neural net-
works and pre-training models. Besides, our
toolkit provides a series of automatic evalu-
ation protocols and a human-machine inter-
action interface to evaluate and compare dif-
ferent CRS methods. The project and doc-
uments are released at https://github.
com/RUCAIBox/CRSLab.

1 Introduction

Recent years have witnessed remarkable progress
in recommender systems, which aim to present
items (e.g., products or movies) of potential in-
terests to users based on their preferences (Sarwar
et al., 2001; Rendle et al., 2012). Traditional rec-
ommender systems mainly leverage the user his-
torical behavior data (e.g., click or purchase) to es-
timate user preferences implicitly. Recently, with
the rapid development of human-machine conver-
sation techniques (Shang et al., 2015; Zhang et al.,
2018a; Lee et al., 2019), conversational recom-
mender systems (CRSs) (Christakopoulou et al.,
2016; Sun and Zhang, 2018; Gao et al., 2021) is
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gaining increasing attention in recent years. It re-
lies on multi-turn natural language conversations
to clarify explicit user preferences and generate
more appropriate recommendations.

To build an effective CRS, researchers have pro-
posed several datasets (Li et al., 2018; Kang et al.,
2019; Liu et al., 2020) and models (Liao et al.,
2020; Lei et al., 2020; Xu et al., 2020). However,
due to their diverse scenarios (e.g., E-commerce
or movie recommendation) and data formats (e.g.,
historical utterances or interacted items), it is chal-
lenging for users to quickly set up reasonable
baseline systems and compare their performances.

To alleviate the above issues, we have devel-
oped CRSLab, an open-source CRS toolkit for
research purpose. In CRSLab, we offer a uni-
fied and extensible framework to develop CRSs.
Based on this toolkit, users are able to quickly
train and evaluate CRS models via a few lines of
code, and easily design new CRS models using
the provided interfaces. To implement the overall
framework, we design six highly-decoupled mod-
ules (e.g., data module and model module), each
module provides clear interfaces for specific func-
tions. Besides, we encapsulate useful procedures
and common functions shared by different mod-
ules for users to add new datasets or develop new
models using our toolkit.

Based on the framework, we integrate com-
prehensive benchmark datasets and models in
CRSLab. So far, we have incorporated
6 commonly used human-annotated datasets
and implemented 19 models, including ad-
vanced techniques such as graph neural networks
(GNN) (Schlichtkrull et al., 2018; Chen et al.,
2019) and pre-training models (Devlin et al., 2019;
Zhou et al., 2020b). To support these mod-
els, we perform necessary preprocessing (e.g., en-
tity linking and word segmentation) on included
datasets, and release the processed version. Be-
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sides, CRSLab supports both configuration files
and command-line instructions, which facilitate
running, comparing and testing models on differ-
ent datasets.

Furthermore, CRSLab provides a series of auto-
matic evaluation protocols for testing and compar-
ing different methods, covering commonly used
metrics in existing works. It makes our work use-
ful for the standardization of evaluation protocols
for conversational recommendations. In addition,
CRSLab provides a human-machine interactive in-
terface to perform quantitative analysis, which is
helpful for users to deploy their systems and con-
verse with the systems via graphical interfaces.

Our contributions are as follows:
• To the best of our knowledge, CRSLab is the

first open-source CRS toolkit covering 6 human-
annotated datasets and 19 models.
• CRSLab provides a unified and extensible

framework consisting of highly-decoupled mod-
ules, which helps users run and develop different
CRS models.
• CRSLab contains commonly used automatic

evaluation metrics and a human-machine interac-
tive interface for users to test CRS performance
from different perspectives.

2 Background

As aforementioned, the various scenarios and in-
put formats in earlier works lead to inconvenience
when applying existing CRS models on different
datasets. By surveying previous CRS works (Sun
and Zhang, 2018; Li et al., 2018; Lei et al., 2020),
we summarize two basic tasks and an auxiliary
task, namely recommendation task, conversation
task and policy task.

Given the dialog context (i.e., historical utter-
ances) and other useful side information (e.g., user
historical behaviors and knowledge graphs), the
recommendation sub-task is defined as predict-
ing user-preferred items (e.g., movies or prod-
ucts), and the conversation sub-task is to gener-
ate a proper response for conversing with the user.
In existing works, the recommendation and the
conversation sub-tasks are considered as the pri-
mary objective of the CRS. As a complementary
sub-task, policy sub-tasks are proposed by recent
works (Sun and Zhang, 2018; Lei et al., 2020;
Liu et al., 2020) to better control the overall CRS.
It usually focuses on selecting appropriate sys-
tem actions (e.g., recommendation or conversa-
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Figure 1: The overall framework of CRSLab.

tion) or tracking dialog states (topic prediction or
goal tracking) to proactively guide the conversa-
tion.

3 CRSLab

The overall framework of our toolkit CRSLab is
presented in Figure 1. The configuration mod-
ule provides a flexible interface for users to easily
set up the experiment environment (e.g., datasets,
models and hyperparameters). The data, model
and evaluation modules are built upon the config-
uration module, which forms the core part of our
toolkit. The bottom part is the utility module, pro-
viding auxiliary functions and interfaces for reuse
in other modules (e.g., Layers and Scheduler). In
the following part, we briefly present the design of
the above modules. More details can be found in
the toolkit documents.

3.1 Configuration Module

In CRSLab, we design the configuration module
for users to conveniently select or modify the ex-
periment settings (e.g., training data and hyperpa-
rameters). Specifically, we design the class Config
to store all the configuration settings, which spec-
ify the data, model, hyperparameters and other
necessary settings of a given experiment. To avoid
complicated command line parameters, we trans-
fer most of them into YAML configuration files,
while other commonly used ones (i.e., file path
and debug mode) are provided as command line
instructions. In this way, users can build and eval-
uate a variety of CRSs with only a few modifica-
tions in the configuration files.

3.2 Data Module

For extensibility and reusability, we design an
elegant data flow that transforms raw dataset
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Dataset Dialog Utterance Domain Policy Task Entity KG Word KG

ReDial (Li et al., 2018) 10,006 182,150 Movie – DB CNet
OpenDialKG (Moon et al., 2019) 13,802 91,209 Movie, Book Path Generation DB CNet

GoRecDial (Kang et al., 2019) 9,125 170,904 Movie Action Prediction DB CNet
DuRecDial (Liu et al., 2020) 10,200 156,000 Movie, Music Goal Planning CN-DB HNet

INSPIRED (Hayati et al., 2020) 1,001 35,811 Movie Strategy Prediction DB CNet
TG-ReDial (Zhou et al., 2020c) 10,000 129,392 Movie Topic Prediction CN-DB HNet

Table 1: The collected datasets in CRSLab. DB and CN-DB stand for the entity-oriented knowledge graph DBpedia
and CN-DBpedia, respectively. CNet and HNet stand for the word-oriented knowledge graph ConceptNet and
HowNet, respectively.

into the model input as follows: raw public
dataset−→ preprocessed dataset−→Dataset−→
DataLoader −→ System. Next, we detail the de-
sign of each component.

Data Preprocessing Since raw datasets vary in
formats and features, we preprocess them to sup-
port unified interfaces in data modules. Based on
the task description in Section 2, we first prepro-
cess CRS datasets to match the input and output
formats. Exactly, we organize the dialog contexts
and side information as the input, and extract the
recommended items, dialog actions and responses
as the output of recommendation, policy and con-
versation tasks, respectively. To support some ad-
vanced models (e.g., graph neural networks and
pre-training models), we incorporate useful side
data (e.g., knowledge graph) and conduct specific
data preprocessing (e.g., entity linking and BPE
segmentation).

As shown in Table 1, we collect 6 commonly
used human-annotated datasets and release the
preprocessed version with side data in CRSLab.
Besides, we also release the pre-trained word em-
beddings and other associated files, which ease the
use of integrated datasets and reduce the time cost.

Dataset Class To decouple the implementation
of data preparation in CRSLab, we design the
class Dataset for integrating the model-agnostic
data processing functions, while the rest functions
are implemented within the class DataLoader. In
this way, Dataset only focuses on processing the
input data into a unified format (i.e., a list of
python.dict), without considering specific mod-
els. In CRSLab, we design the class BaseDataset
which includes some common attributes (e.g.,
configurations and data paths) and basic functions
(e.g., data loading) of Dataset. Users can inherit
BaseDataset with very few modifications to intro-
duce new datasets.

DataLoader Class To support different input for-
mats, DataLoader further transforms data from the
Dataset module to support various models. It fo-
cuses on selecting input data from the processed
data to form tensor data (i.e., torch.Tensor) in a
batch or mini-batch, which can be directly used
for training or testing. To implement it, we design
the class BaseDataLoader to integrate commonly
used attributes and functions, and inherit it to pro-
duce new DataLoader for corresponding models.

3.3 Model Module
Based on the task descriptions and the above data
modules, we reorganize the implementations of
different CRSs in the model module. Existing
works either integrate specific models to accom-
plish the recommendation, conversation and pol-
icy task, respectively (Chen et al., 2019; Zhou
et al., 2020a), or only focus on one of the above
tasks (Kang and McAuley, 2018; Hayati et al.,
2020). Therefore, we divide commonly used mod-
els into four categories, namely CRS models (con-
taining several sub-models to complete the cor-
responding tasks), recommendation models, con-
versation models and policy models. Besides,
we also consider some classic heuristic methods
(e.g., Popularity and PMI) and several popular
models which can be utilized to solve one of the
above tasks, such as TextCNN (Kim, 2014) and
BERT (Devlin et al., 2019). As illustrated in Ta-
ble 2, we have implemented 19 models in the first
released version, including some advanced mod-
els such as graph neural networks and pre-training
models.

For implementation of these models, we de-
velop the model class to provide functions and
interfaces of specific models for corresponding
tasks. In the model class, we focus on provid-
ing a basic structure and highly-decoupled useful
functions or procedures for further development.
In detail, we unify the basic attributes and func-
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Category Model GNN PTM Reference

CRS model

ReDial × × (Li et al., 2018)
KBRD

√
× (Chen et al., 2019)

KGSF
√

× (Zhou et al., 2020a)
TG-ReDial ×

√
(Zhou et al., 2020c)

Recommendation model

Popularity × × –
GRU4Rec × × (Hidasi et al., 2016)
SASRec × × (Kang and McAuley, 2018)
TextCNN × × (Kim, 2014)
R-GCN

√
× (Schlichtkrull et al., 2018)

BERT ×
√

(Devlin et al., 2019)

Conversation model
HERD × × (Serban et al., 2016)

Transformer × × (Vaswani et al., 2017)
GPT-2 ×

√
(Radford et al., 2019)

INSPIRED ×
√

(Hayati et al., 2020)

Policy model

PMI × × –
MGCG × × (Liu et al., 2020)

Conv-BERT ×
√

(Zhou et al., 2020c)
Topic-BERT ×

√
(Zhou et al., 2020c)

Profile-BERT ×
√

(Zhou et al., 2020c)

Table 2: The implemented models in CRSLab. The CRS models integrate several sub-models to complete the over-
all conversational recommendation process, while recommendation, policy and conversation models only focus on
one individual task. GNN and PTM stand for the graph neural networks and pre-training models, respectively.

tions of various models (e.g., parameter initializa-
tion and model loading) into the class BaseModel.
A user can inherit BaseModel and implement a
few functions to design and develop new models.
In this way, we re-implement the above models in
our toolkit and unify the implementation of com-
monly used layers and components into the Utility
Module for future usage. For all the implemented
models, we have tested their performance on sev-
eral datasets, and invited a code reviewer to ex-
amine the correctness of implementation. In the
future, more methods will be incorporated along
with regular updates.

3.4 System Module

In the system module, we build, train and evalu-
ate contained models for accomplishing the over-
all conversational recommendation task. We aim
to integrate the dataloader, model and evaluator
modules into a complete system. To support flex-
ible architectures for CRSs at the system level,
we devise the system class with several func-
tions for various usage. In detail, we design the
class BaseSystem to unify the structures and inter-
faces, where we develop basic attributes and func-
tions in the process. Among them, we develop
the init () function to set up the required dat-
aloader, contained models and evaluation proto-
cols, which can be implemented by users for build-
ing new systems. Besides, we also implement a se-

ries of useful functions, such as optimizer initial-
ization, learning ratio adjustment and early stop
strategy. These functions and tiny tricks ease the
developing process of a new system and greatly
improve the user experience with our toolkit.

Based on the above settings, we design the fit()
and step() functions in BaseSystem. The fit()
function is used to train the whole system and then
conduct evaluation, in which users need to devise
the overall training process of all the models in
the system, including data distribution, training or-
ders and so on. In the step() function, users im-
plement the detailed learning process for specific
models, and functions within the corresponding
models can be utilized to optimize model parame-
ters.

3.5 Evaluation Module

The evaluation module implements the evaluation
protocols for CRSs. In CRSLab, we implement
some commonly used automatic evaluation met-
rics, and design a human-machine interactive in-
terface for users to perform an end-to-end qualita-
tive analysis.

Automatic Evaluation Since the CRS task is di-
vided into three sub-tasks, we develop automatic
evaluation metrics for each one. All the supported
metrics are summarized in Table 3.

For the recommendation task, following exist-
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Category Metrics

Recommendation
Metrics

Hit@{1,10,50}, MRR@{1,10,50},
NDCG@{1,10,50}

Conversation
Metrics

Perplexity, BLEU-{1,2,3,4}, Em-
bedding Average/Extreme/Greedy,
Distinct-{1,2,3,4}

Policy Metrics Accuracy, Hit@{1,3,5}

Table 3: The implemented automatic evaluation met-
rics in CRSLab.

ing CRSs (Sun and Zhang, 2018; Zhang et al.,
2018b), we develop ranking-based metrics (i.e.,
Hit, MRR and NDCG) to measure the ranking
performance of the generated recommendation
lists. For the conversation task, CRSLab supports
both relevance-based (i.e., BLEU (Papineni et al.,
2002) and embedding-based metrics (Liu et al.,
2016)) and diversity-based evaluation metrics (i.e.,
Distinct-{1,2,3,4} (Li et al., 2016)). For the policy
task, we implement commonly used metrics (i.e.,
Accuracy and Hit@K) for evaluation.

Similarly, we design the class BaseEvaluator
with common attributes and functions. Then,
we inherit this class to implement RecEvaluator,
ConvEvaluator and PolicyEvaluator for evalu-
ating recommendation, conversation and policy
tasks, respectively. Note that we implement the
report() function in these classes. With this, users
can print and monitor the performance of models
evaluating on validation or test set.

Human-Machine Interaction Interface To eval-
uate CRSs qualitatively, CRSLab offers a human-
machine interaction interface to help perform an
end-to-end evaluation. The human-machine inter-
action interface is implemented within the system
module, where the interaction strategy can be eas-
ily adapted to a specific policy model. In this way,
a user can converse with a CRS or diagnose the
system, which provides a direct approach to eval-
uating the overall performance of a CRS. Besides,
the interaction interface enables users to correct
errors by modifying intermediate results.

For end-to-end evaluation, users first need to set
up the background of a simulated user (e.g., in-
teraction history and user profile), then freely chat
with the CRS through the interface. During a con-
versation, the dialog history and the output of each
component (e.g., the recommended items and gen-
erated responses) are stored within a dictionary
(i.e., python.dict), helping users get a better un-

derstanding of how the system works.

3.6 Utility Module

To facilitate the usage of our toolkit, we design the
utility module to include a series of useful func-
tions (e.g., layers() and scheduler()). We collect
commonly used functions in various models (e.g.,
CNN, RNN and Transformer layers) to constitute
Layers, which can be easily used to develop new
CRSs. Besides, we also decouple commonly used
functions or procedures in other modules to form
the utility file (i.e., utils.py) for reuse.

Another particularly useful function is
scheduler(), which provides a set of strategies for
training large-scale models, such as warming-up
strategy and weight decay. In addition, we also
implement other functions to enhance user ex-
periences, such as BeamSearch() to improve the
inference performance, MultiGPU() for parallel
training, logger() to print and monitor the running
process, save model() and load model() to store
and reuse the pre-trained models.

4 System Demonstration

In this section, we show how to use our CRSLab
with code examples. We detail the usage descrip-
tions in two parts, namely running an existing
CRSs in our toolkit and implementing a new CRS
based on the interfaces provided in our toolkit.

4.1 Running an Existing CRS

Our CRSLab enables quickly building a CRS with
a few lines of code. Figure 2 presents a gen-
eral procedure for running an existing CRS in our
toolkit. To begin with, the whole procedure relies
on the configurations to prepare the dataset and
build the system. In the configurations, the user
selects a dataset to use and specifies the tokenizer.
Then, the Dataset class will automatically down-
load the dataset and perform necessary process-
esing steps (e.g., tokenization and converting to-
kens to IDs) based on the configurations. This pro-
cedure is executed by the function get dataset().
Based on the processed datasets, users can use
the function get dataloader() to generate training,
validation and test sets, in which the configura-
tions specify the batch size and other necessary
parameters for data processing. After that, the
function get system() can be adopted to leverage
the prepared data for building a CRS. Similarly,
the configurations specify the hyperparameters of
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import ... #import necessary modules

#Get configs from file and command line
args, _ = parser.parse_known_args()
config = Config(args.config)

#Build dataset, get processed side data and vocab
Dataset = get_dataset(config, config['tokenize'])
side_data = Dataset.side_data
vocab = Dataset.vocab

#Build train/valid/test dataloader
train_loader = get_dataloader(config, Dataset.train_data, vocab)
valid_loader = get_dataloader(config, Dataset.valid_data, vocab)
test_loader = get_dataloader(config, Dataset.test_data, vocab)

#Build CRS system
CRS = get_system(config, train_loader, valid_loader, 

test_loader, vocab, side_data)

#Train and evaluate CRS system
CRS.fit()

Get Configuration

Build DataLoader

Build Dataset

Build System

Command lineConfig file

Initialize 
model

Valid 
Dataloader

Side dataDataset Vocab

Train 
Dataloader

Test
Dataloader

Build 
model

Evaluate 
model

Train 
model

Figure 2: An illustrative usage flow of our CRSLab.

models and set up the training and evaluation pro-
cedures. Finally, users can start the running pro-
cess by the function System.fit().

4.2 Developing a New CRS

Based on our toolkit, it is convenient to implement
a new CRS with the provided interfaces. Users
only need to inherit a few basic classes and im-
plement some interface functions. In this part, we
will introduce the detailed implementation process
of adding a new dataset and model, respectively.

4.2.1 New Dataset
To add a new dataset, users need to inherit
BaseDataset to design a new Dataset class for
preparing the dataset into a unified format. In
Dataset, the following functions are required
to be implemented: init (), load data() and
data preprocess().

In init (), users set up parameters and links
for downloading data. In load data(), the train-
ing, validation, test data and other side data are
loaded from corresponding files. If users follow
our naming protocol, all they need is to reuse the
functions from the Dataset class. The function
data preprocess() is to prepare the loaded data,

and we have integrated useful functions in the util-
ity module to ease the implementation.

4.2.2 New Model
To add a new model, users should inherit
BaseModel to design a new Model class, in which
they need to implement the build model() and
forward() functions. In build model(), users build
the model, initialize the parameters and set up the

loss function, while in forward() users use the
model to predict the result or calculate the loss
given the input data. Indeed, users can leverage the
encapsulated layers and functions from Layers or
the utility files to implement these two functions.

4.3 Performance Evaluation

To evaluate CRSLab, we train and test var-
ious implemented models on the TG-ReDial
dataset (Zhou et al., 2020c), and compare their
performance on recommendation, conversation
and policy tasks. In our experiments, we have
tuned the hyperparameters of these models to
achieve their best performance on this dataset.
Due to the space limit, we present the results in our
GitHub page 1. As we can see, our toolkit provides
a possibility to compare the performance of vari-
ous CRS models under different evaluation proto-
cols. Among them, GNN-based models and pre-
training methods achieve consistent and remark-
able performance on the above tasks. These results
are compatible with our expectations.

5 Conclusion

In this paper, we released a toolkit called
CRSLab, which is the first open-source conver-
sational recommender systems (CRSs) toolkit for
research purpose. In CRSLab, we offered a unified
and extensible framework with highly-decoupled
modules to develop CRSs. Based on this frame-
work, we have incorporated 6 datasets and im-
plemented 19 models in our toolkit. Besides, we
also provided extensive automatic evaluation pro-

1https://github.com/RUCAIBox/CRSLab
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tocols and a human-machine interactive interface
in CRSLab, to help evaluate and compare differ-
ent CRSs. For demonstration, we illustrated how
to run or implement a CRS using our toolkit.

With this toolkit, we expect to help users
quickly run existing CRSs, ease the development
of new CRSs, and set up a benchmark framework
for the research of CRSs. In the future, we will
make continuous efforts to add more datasets and
models. We will also consider adding more utili-
ties for improving the usage of our toolkit, such as
result visualization and algorithm debugging.
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