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Abstract

Increasing usage of social media presents new
non-traditional avenues for monitoring disease
outbreaks, virus transmissions and disease pro-
gressions through user posts describing test re-
sults or disease symptoms. However, the dis-
cussions on the topic of infectious diseases
that are informative in nature also span vari-
ous topics such as news, politics and humor
which makes the data mining challenging. We
present a system to identify tweets about the
COVID19 disease outbreak that are deemed
to be informative on Twitter for use in down-
stream applications. The system scored a F1-
score of 0.8941, Precision of 0.9028, Recall of
0.8856 and Accuracy of 0.9010. In the shared
task organized as part of the 6th Workshop of
Noisy User-generated Text (WNUT), the sys-
tem was ranked 18th by F1-score and 13th by
Accuracy.

1 Introduction

The COVID19 pandemic caused by the coron-
avirus (nCOV) has presented a unique challenge to
the public health research community in the areas
of tracking localized and community level trans-
missions for enforcing effective mobility restric-
tions and interventions to curb further virus spread.
While traditional sources of infection numbers
and fatalities include testing facilities and health-
care providers, many new non-traditional sources
of information such as social media, wastewater

analysis and mobility statistics that may serve as
biomarkers for presence of infections in the com-
munity. In this work, we focus on using natural
language processing (NLP) for mining social media
posts for tweets that mention that can be used for
public health monitoring purposes or dissemination
of information. We accomplish this by introducing
a classifier that can be used as a component of an in-
formation processing pipeline to detect informative
tweets from posts that mention keywords related to
discussions around coronavirus.

The system presented in this work was devel-
oped as part of the W-NUT 2020 shared task 2
(Nguyen et al., 2020b) where the objective of the
task was to classify a given post as informative or
uninformative. The rest of the document is struc-
tured as follows: we briefly discuss previous related
work on COVID19 surveillance on Twitter in the
Background section. We describe the annotated
dataset and system implementation in the Materi-
als and Methods section followed by preliminary
and final evaluation results in the Results section.
Finally, we discuss error analysis, limitations and
future directions in the Discussion section.

2 Background

Researchers working on noisy user texts such as
posts on social media mining have proposed var-
ious methods and systems for monitoring infec-
tious disease transmissions and natural disasters
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Corpus Informative Uninformative
Training Set 3303 3697
Validation Set 472 528
Test Set 944 1056

Table 1: Dataset description for identifying informa-
tive tweets on Twitter

such as hurricanes (Paul and Dredze, 2017). Most
work on COVID19 monitoring have focused on
presenting keywords for data collection related to
COVID19 (Chen et al., 2020; Rashed et al., 2020;
Wei et al., 2020; Santosh et al., 2020), datasets for
classification of tweets into categories for down-
stream applications(Klein et al., 2020; Golder et al.;
Delizo et al., 2020; Liu et al., 2020; Karisani and
Karisani, 2020; Müller et al., 2020; Jelodar et al.,
2020; Lwowski and Najafirad, 2020; Mackey et al.,
2020), and in some cases advanced tasks such as
event detection (Zong et al., 2020), detection of
symptoms experienced by users who tested pos-
itive for the disease (Al-Garadi et al., 2020) and
review articles on the topic (Arafat, 2020; Moore
et al., 2020).

The classification categories themselves have
varied from sentiments expressed in posts (Delizo
et al., 2020) and relatedness to the disease (Liu
et al., 2020; Karisani and Karisani, 2020) to mis-
information detection (Hossain et al., 2020) and
personal reports of exposures or test results (Klein
et al., 2020). Each dataset contains tweets and
annotations that can be processed by information
processing pipelines using NLP and machine learn-
ing based classification techniques for possible ap-
plications in public health using epidemiological
analysis.

3 Materials and Methods

The dataset annotated for the task consists of
10,000 tweets that mentioned terms related to
COVID19. This included a total of 4719 tweets
labeled as Informative and 5281 tweets labeled
as Uninformative. Each tweet was annotated by
3 independent annotators with an inter-annotator
agreement score of Fleiss’ Kappa of 0.818. The
dataset was split into training set (70%), validation
set (10%) and test set (20%) for the purposes of
development and evaluation of the classification
model. We tabulate further details of the splits in
Table 1.

Architecture Prec Recall F1 Acc
LR 0.85 0.80 0.82 0.83
Feedforward 0.82 0.80 0.80 0.79
CNN 0.86 0.88 0.84 0.85
BERT 0.83 0.96 0.89 0.89
GPT 0.84 0.89 0.86 0.87
XLNET 0.82 0.92 0.90 0.90
RoBERTa 0.86 0.93 0.89 0.89
DistilBERT 0.83 0.93 0.88 0.88
BERTweet 0.88 0.90 0.89 0.90
BERT-Epi 0.91 0.93 0.92 0.92

Table 2: Performance of the experimentation systems
on the validation set. Precision, recall and F1-score was
calculated for the Informative class. We used the above
scores to determine the final model used for making the
official submission.

3.1 Pre-processing

We pre-processed each tweet to normalize user-
names and urls into reserved keywords. Further,
we de-emojized the tweets using the emoji pack-
age to add descriptive lexical features that convey
emotions associated with the tweet. Finally, we
expanded contractions for normalizing the text for
detecting negations.

3.2 Classification models

We experimented with various machine learn-
ing models such as logistic regression with bag-
of-word features, convolutional neural networks
(CNN) with filter sizes upto 5, fully connected
(feed-forward) network, and transformer models
using the scikit-learn 1, TensorFlow (Abadi et al.,
2016), ktrain (Maiya, 2020) and Flair (Akbik et al.,
2018) frameworks.

3.2.1 Non-transformer models
In order to setup baselines, we used the scikit-learn
framework to convert the tweet into count vectors
based on the individual tokens in the tokenized sen-
tences. For fast inference, we setup the logistic
regression (LR) baseline using the count vectors
as features. We did not perform elaborate experi-
ments such as employing various word embeddings,
n-gram features and feature engineering in favor
of building models with better classification perfor-
mance. We used the same feature set for training a
fully connected Feedforward classifier using Ten-
sorflow keras API with 20 neurons and a sigmoid

1https://scikit-learn.org/
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layer as an output layer. Lastly we built a CNN text
classification model with filter sizes upto five using
the same input features discussed above.

3.2.2 Transformer models
We also experimented with various transformer lan-
guage models such as BERT (Devlin et al., 2019),
DistilBERT (Sanh et al., 2019), GPT (Radford
et al.), XLNET (Yang et al., 2019) and RoBERTa
(Liu et al., 2019) among others that were specif-
ically trained on COVID19 related datasets such
as BERT-Epi(Müller et al., 2020), and BERTweet
(Nguyen et al., 2020a). We used the Flair frame-
work for training the classifier model where all lay-
ers of the model were fine-tuned during the training.
The performance was measured across the standard
classification metrics of precision, recall and F1-
score with the final determining metric identified
as the F1-score for the Informative class.

We trained each of these models with Adam op-
timizer and a softmax layer with weighted losses
such that Informative class loss was weighted 2
times relative to the loss of the Uninformative class.
The full comparison of the performance of these
models has been shown in Table 2. We found that
various ensembles of best combinations did not
result in better models and hence we chose the fi-
nal transformer model that was an uncased BERT
model trained on COVID19 related tweets (Müller
et al., 2020) trained using the Flair framework (Ak-
bik et al., 2018). After hyperparameter tuning the
model, we determined the best parameters to be a
learning rate of 0.00003 and loss weights of 2 in fa-
vor of Informative class and the usage of Adam op-
timizer. For the final model we trained the model on
all available tweets combining training and valida-
tion sets for 10 epochs. All training experiments in-
cluding development of the final submission model
was performed on Google Colaboratory 2 .

4 Results

The final detailed results of the task on the valida-
tion and test sets are shown in Table 3. Observing
the results of the validation and test set, we find
that the performance of the final model deteriorated
on the test set. The drop in recall on the test set
was significant even though the splits between the
classes remained the same. The final model was
ranked 18th by the F1-score and 13th by accuracy.
The final standings relative the proposed system is

2https://colab.research.google.com/

Corpus Prec Recall F1 Acc
Validation 0.894 0.936 0.914 0.918
Test 0.902 0.885 0.894 0.901

Table 3: Performance of the system on the validation
and test set for identifying informative tweets on Twit-
ter.

Figure 1: Performance of the systems submitted as part
of the shared task across the metrics of F1-score, Pre-
cision, Recall and Accuracy compared to the system
presented in our work indicated by the dotted line.

shown in Figure 1. We find that the performance
of most of the top models (ranks 1-20) including
the proposed system were determined to have F1-
scores within a narrow margin of 0.89 and 0.91
which shows that the shared task was very compet-
itive.

5 Discussion

On closer analysis of initial errors on the Validation
set we found that many tweets were difficult to
determine as being in either classes. On performing
an 8-fold cross validation, we found that fold 1
which the default split of training and validation set
had the lowest F1-scores at 0.92 whereas folds 2-8
had F1-scores in the ranges of 0.94-0.96. On closer
analysis of fold 1, we found that many tweets may
have been annotated incorrectly in the validation
set which may have introduced errors in the final
model and hence may require further analyses of
the annotations for development of better models.

Overall, transformer models performed signif-
icantly better than non-transformer models that
we trained on. However, we note that the non-
transformer models could be improved by using
word-embeddings and attention features in lay-
ers among Feedforward and CNN architectures.
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The current system proposes a simple classification
method which may be useful in removing tweets
that are deemed Uninformative for use in down-
stream epidemiological analyses. Further research
is required to assess the utility of the tweets ob-
tained from such collections of Informative tweets
for disease tracking and analyses of symptoms.

5.1 Limitations

Some of the common drawbacks for performing
demographic analyses include the problem of se-
lection bias in Twitter users where most of the
users tend to live in cities and possess smartphones
which may not be representative of the overall pop-
ulation of countries or individual administrative
regions. Another drawback noticed among sys-
tems trained on social media data is that the model
performance seems to decline over time as new
terms are introduced into the vocabulary and newer
topics are mentioned in conversations around the
disease. Although, tweets publicly published on
Twitter are available for viewing by users and non-
users of Twitter, development of automated meth-
ods to determine posts that may determine infec-
tions/diagnoses which may be personal in nature
may raise valid privacy concerns due to possible
adverse social impacts on such individuals. Such
information-sharing policies may warrant constant
review with changing times and national policies.
In this paper, we do not include direct text content
of tweets during error analysis for aforementioned
reasons.

6 Conclusion

Social media mining offers a non-traditional av-
enue to extract epidemiological and population
level statistics from discussions around a topic.
Such noisy information domains presents an NLP
challenge for extracting meaningful information
for use in downstream applications. In this work,
we present a system to identify Informative tweets
on English language Twitter posts on the topic of
COVID19 pandemic for use in downstream tasks
such as public health monitoring and epidemio-
logical studies. We use a classification approach
to identifying such tweets and the final system
scored a F1-score of 0.8941, Precision of 0.9028,
Recall of 0.8856 and Accuracy of 0.9010. In the
shared task organized as part of the 6th Workshop
of Noisy User-generated Text (WNUT), the system
was ranked 18th by F1-score and 13th by Accuracy.
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