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Abstract
Supervised models trained to predict proper-
ties from representations, have been achieving
high accuracy on a variety of tasks. For in-
stance, the BERT family seems to work ex-
ceptionally well on the downstream task from
NER tagging to the range of other linguistic
tasks. But the vocabulary used in the med-
ical field contains a lot of different tokens
used only in the medical industry such as the
name of different diseases, devices, organisms,
medicines, etc. that makes it difficult for tra-
ditional BERT model to create contextualized
embedding. In this paper, we are going to il-
lustrate the System for Named Entity Tag-
ging based on Bio-Bert. Experimental results
show that our model gives substantial improve-
ments over the baseline and stood the fourth
runner up in terms of F1 score, and first run-
ner up in terms of Recall with just 2.21 F1
score behind the best one.1

1 Introduction

A large amount of data is generated every year
in the medical field. One of the most important
generated data is the documentation of protocols.
It provides individual sets of instructions that al-
low scientists to recreate experiments in their own
laboratory. Most of them are written in Natural lan-
guage which reduces its machine readability. The
protocol gives a concise overview of the project
which reduces its pre-processing needs but also
make it less informative syntactically that eventu-
ally results in less accuracy.

Recent progress in Named Entity Recogni-
tion was made possible by the advancements
of deep learning techniques used in natural lan-
guage processing (NLP). For instance, Long Short-
Term Memory (LSTM) (Hochreiter and Schmidhu-
ber, 1997) and Conditional Random Field (CRF)

1https://github.com/tejasvaidhyadev/
NER_Lab_Protocols

(Namikoshi et al., 2017) have greatly improved per-
formance in biomedical named entity recognition
(NER) over the last few years. Bio-BERT(Lee et al.,
2019) outperform all the other previous approaches
with the help of BERT (Devlin et al., 2018) archi-
tecture pre-trained on Bio-medical texts (Giorgi
and Bader, 2018; Habibi et al., 2017; Wang et al.,
2018; Yoon et al., 2019).

In this paper, we are introducing our system for
the NER tagging on the WLP dataset (Kulkarni
et al., 2018). We use a variant of Bio-Bert (Lee
et al., 2019). The primary motivation to use the
model is it’s medical vocabulary and features en-
coded in the pre-trained model.

2 Task Description and Data Set

Formally, the WNUT 2020 Shared Task-1 Named
Entity Recognition, organized within, the 6th Work-
shop on Noisy User-generated Text (WNUT), 2020
(Tabassum et al., 2020) is a NER prediction task.
It can be expressed as ‘tokens-level’ classification
task mathematically as:

Let the sentence S be defined as:
S = {s1, s2, ..., sn}
n is the number words in the sentences can be

classified into the following label set
y = {l1, l2, l3, ..., lm}
where m is labels.
Given named entity of type XXX. Whenever two

entities of type XXX are immediately next to each
other, the first word of the second entity will be
tagged B-XXX in order to show that it starts an-
other entity and the entities inside B-XXX will be
represented as I-XXX. For example, the sentence
{nCoV-2019, sequencing, protocol} have the fol-
lowing labels {B-Reagent, B-Method, I-Method}.

DataSet: All of the protocols (Kulkarni et al.,
2018) were collected from protocols.io using their
public APIs by organising team. For the shared

 https://github.com/tejasvaidhyadev/NER_Lab_Protocols
 https://github.com/tejasvaidhyadev/NER_Lab_Protocols
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Figure 1: Visualisation of annotated dataset 2

Task-1 W-NUT 2020: Named Entity Extraction,
the annotation of 615 protocols are re-annotated us-
ing BART styled annotated protocols by 3 annota-
tors with 0.75 inter-annotator agreement, measured
by span-level Cohen’s Kappa. The re-annotators
incorporate missing entity-relations and also cor-
rected the inconsistencies.

The task aims to create the system for Protocol-
Named Entities Recognition (NER). The main dif-
ference that makes it difficult for traditional NER
taggers is the vast vocabulary in medical filed and
use of limited syntactic information. For instances
”QIAprep Spin Miniprep” is device used in medical
industry, but not present in our regular vocabulary
that also makes it difficult for traditional NER tag-
ger to learn.

Figure 1 provides the visualization of annotated
datasets provided by WNUT 2020 Shared Task-1 .

3 Approach

In the section 3.1 we are going to define our pro-
posed architecture and in section 3.2 briefly review
the Bio-BERT (Lee et al., 2019) used for final sub-
mission and also different Domain specific BERT
based model used for experiment as shown in the
Table 1.

Baseline The organiser provided a simple Linear
CRF model3. It utilized simple gazetteers and hand-
crafted feature to predict the entities from the test
data. We replaced it with our proposed BERT based
Architecture as describe in the section below.

3.1 Architecture
As described in figure 2, we first sub-word tok-
enize each token of sentences, using BERT’s word-
piece tokenizer of Huggingface library and pass it

2Image Source: Github repository of WNUT 2020 Shared
Task-1 NER.

3https://github.com/jeniyat/WNUT_2020_
NER/tree/master/code/baseline_CRF

through different domain specific BERT models or
BERT Transformer stacks (scibert, biobert, bert-
based, bert-large etc) to extract contextualised rep-
resentation (Beltagy et al., 2019; Lee et al., 2019;
Devlin et al., 2018). We then select the representa-
tion of first sub-word token for each word and use
simple Linear or Dense layer with the softmax ac-
tivation function as classifier to get probability on
the labels from the contextualised representation.

3.2 Bio-BERT

Bio-BERT (Lee et al., 2019) is a contextualized
language representation model, based on BERT, a
pre-trained model that is trained on different com-
binations of general & biomedical domain corpora.
According to Lee et al. (2019), just like its parental
model BERT, it is also capable of capturing con-
textualized bidirectional representations. Thus it
has outperformed existing architectures in most
of the Named Entity Recognition tasks within the
biomedical domain by using a limited amount of
dataset. We hypothesize that such domain-specific
bidirectional representations are also critical for
our task. Bio-BERT are pre-trained on the follow-
ing different datasets {Wiki + Books, Wiki + Books
+ PubMed, Wiki + Books + PMC, Wiki + Books +
PubMed + PMC}.

we again hypothesize to achieved best perfor-
mance in PubMed(comprises more than 30 million
citations for biomedical literature from MEDLINE,
life science journals, and online books.) trained
dataset because of its linguistic similarity with pro-
tocols. For instance both of them contains medical
procedure to reproduce medical experiment.

Other Models used in Experiment We also
used other domain specific BERT for experimen-
tation using the same architecture as discussed in
section 3.1 with replacement of BERT Models in
place of BioBERT (as shown in figure 2)

https://github.com/jeniyat/WNUT_2020_NER/tree/master/code/baseline_CRF
https://github.com/jeniyat/WNUT_2020_NER/tree/master/code/baseline_CRF
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Models F1-score Recall Precision
biobert_v1.1_pubmed 79.10 79.72 78.61
biobert_v1.0_pubmed_pmc 79.02 79.51 79.02
scibert_uncased 77.66 79.60 76.00
bert-large-cased 77.79 78.74 77.10
bert-large-uncased 75.50 77.39 73.79
bert-base-cased 78.05 79.29 76.87
Baseline 74.39 73.32 75.49

Table 1: Shows the results of test set provided by shared task organisers during experimental and details of the
experimental setting is describe in section 4

LINEAR

TOKENIZER

DOMAIN SPECIFIC BERT

MEDICAL PROTOCOL

<TOK 1> <TOK N>

<Label1> <LabelN>

T-1.1 T-1.M1 T-N.1 T-N.MN

. . .

... .... . .

. . .

Figure 2: The TOK X represents the token of sentence
where X ∈ N and N is the length of sentence. T-I.J
represents the Ith tokens and Jth subtokens and we used
WordPiece tokenizer for all of our models.

• Sci-BERT (Beltagy et al., 2019) : A pre-
trained contextualized embedding model
based on BERT to address the lack of high-
quality, large-scale labeled scientific data.

• BERT{large/base,cased/uncased} :BERT (De-
vlin et al., 2018) It is designed to train deep
bidirectional representations by jointly con-
ditioning on both left and right context in all
layers. Language models have demonstrated
that rich, unsupervised pre-training is an in-
tegral part of many language understanding
systems. Hence, we try fine-tuning BERT to
obtain better results on this task.

4 Comparison and Discussion

We experimented with different BERT models as
shown in Table 1. We avoid any preprocessing
other than the Bert specific tokenization, as it may
result in loss of crucial semantic information in text.

We also assumed protocols are relatively less noisy
compare to other crowd source data with compact
sentences.

4.1 Experimental setting

We keep maximum length of input sentence to 512
to consider Long sentences in protocols. For all
the base models (12-layer, 768-hidden, 12-heads,
110M parameters) including our Bio-BERT model,
we train all for 8 epoch with batch size 16. Large
models(24-layer, 1024-hidden, 16-heads, 340M pa-
rameters.) are trained for 4 epochs with batch size
16. We early stop the models using the valid set.
The dropout probability was set to 0.1 for all layers.
Optimization is done using Adam(Kingma and Ba,
2014) with a learning rate of 1e-5. The remaining
hyperparameters were kept same as Devlin et al.
(2018). We used the PyTorch (Paszke et al., 2019)
implementation of BERT from Huggingfaces tran-
formers (Wolf et al., 2019) library.

For selecting best models in experimental phase
(i.e. before release of test set) we use split of
60/20/20 for train, dev and test respectively. Our
final submission, used a 70/30 split for train/valid
set of initial data and Bio-BERT(Lee et al., 2019)
model and split sentence with more than 512 to-
kens to two more sentence to get desired model’s
input sentence length. To evaluate the performance
of the system, an evaluation script along with the
dataset was provided by the organizers4.

4.2 Results and Inferences

Our Bio-Bert(Lee et al., 2019) based model per-
formed best of all the models because of domain
specific knowledge. Our model performed ex-
tremely well on final test set as shown in Table
2 and stood 4th runner up in term of F1 score and

4https://github.com/jeniyat/WNUT_2020_
NER/tree/master/code/eval

https://github.com/jeniyat/WNUT_2020_NER/tree/master/code/eval
https://github.com/jeniyat/WNUT_2020_NER/tree/master/code/eval
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Models F1-score Recall Precision
biobert_v1.1_pubmed (partial match) 79.54 77.43 81.76
biobert_v1.0_pubmed_pmc (complete match) 74.91 72.93 77

Table 2: Results on the held-out test set provided by shared task organisers on final submission

Tokens correct labels predicted labels
standard B-Reagent B-Reagent
T4 I-Reagent B-Device
DNA I-Reagent I-Reagent
Ligase I-Reagent I-Reagent

Table 3: Error arises due to consideration of token level
classification

1st runner up in term of recall out of 13 teams
participated in the competition.

Inferences: Use of uncased large BERT results
in significant loss of about 2.29 F1 score in com-
parison of cased-large BERT (Devlin et al., 2018),
clearly shows importance of syntactic nature of
protocols. We observed better performance, after
increase in both training and validation set for our
final submissions indicating inability of model to
fully capture the representation due to fine tuning
on limited data.

5 Error Analysis

1. BERT tokenizer is not efficient on Bio-
Medical text as illustrated in Table 4 . Its
vocabulary does not consists of Bio-medical
words and it is not trained on domain spe-
cific setting. Hence makes it difficult for
BERT model to learn the encoding based on
poorly sub tokenized word. The possible so-
lution will be training tokenizers on both bio-
medical and general text sets.

2. Treatment of task as token level classification
problem results in incorrect detection of inter-
mediate Entity as illustrated in Table 3. Hence
evidenced in decrease of F1 score in complete
match compare to partial match in our submis-
sion provided by organisers.

3. Use of Nomenclature, Scientific formula, ab-
breviations makes it difficult for Pre-trained
language models to generalised with limited
fine tuning data. Though with the help of
contextual details it is observed that the BERT
was able to correctly predict scientific formula

Bio-Med Terms subword-tokenized
acetyltransferase [‘ace’,‘ty’,‘lt’,‘ran’,‘s’,

‘fer’,‘ase’]
Hematoxylin [‘He’,‘mat’,‘ox’,‘yl’,‘in’]
sulfanilamide [‘su’,‘lf’,‘ani’,‘lam’,‘ide’]
ddH2O [‘d’,‘d’,‘H’,‘2’,‘O’]
lBiotin-16-UTP [‘l’,‘B’,‘iot’,‘in’,‘-’,‘16’,

‘-’,‘U’,‘TP’]

Table 4: Illustration of inefficient sub-tokenization of
Bio-Med words

at some places. For instance, in the sentence
{Add, 5gm, SDS}, SDS was correctly labelled
as Reagent by our model.

6 Conclusion and Future Work

In this paper, we present our system for the Named
Entity recognition for Bio-medical protocols a for
Shared Task at W-NUT Task-1 2020. We built upon
the recent success of Pre-trained language models
and apply them for protocols. Our System achieves
close to state-of-art performance on this task.

As future work, we will try to experiment with
XLNet(Yang et al., 2019) and different ensembling
between the models and would like to extend the
work of Clark et al. (2019) by performing layer by
layer Analysis of BERT.
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