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Abstract

In this work we describe the Waiting List Cor-
pus consisting of de-identified referrals for
several specialty consultations from the wait-
ing list in Chilean public hospitals. A subset
of 900 referrals was manually annotated with
9,029 entities, 385 attributes, and 284 pairs
of relations with clinical relevance. A trained
medical doctor annotated these referrals, and
then together with other three researchers, con-
solidated each of the annotations. The anno-
tated corpus has nested entities, with 32.2%
of entities embedded in other entities. We
use this annotated corpus to obtain preliminary
results for Named Entity Recognition (NER).
The best results were achieved by using a
biLSTM-CRF architecture using word embed-
dings trained over Spanish Wikipedia together
with clinical embeddings computed by the
group. NER models applied to this corpus can
leverage statistics of diseases and pending pro-
cedures within this waiting list. This work con-
stitutes the first annotated corpus using clinical
narratives from Chile, and one of the few for
the Spanish language. The annotated corpus,
the clinical word embeddings, and the anno-
tation guidelines are freely released to the re-
search community.

1 Introduction

The analysis of clinical text has particular chal-
lenges due to the extensive use of non-standardized
abbreviations, the variability of the clinical lan-
guage across medical specialties and health profes-
sionals, and its restricted availability for privacy
reasons, to mention some (Dalianis, 2018). Given
that most text resources are available for the En-
glish language (Névéol et al., 2018), focusing on
clinical text in Spanish represents an opportunity
to gather efforts on its development.

A common task in Natural Language Processing
(NLP) is Named Entity Recognition (NER), which
aims to automatically identify essential pieces of
information (entities) in a text written in natural
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language. In the general domain, NER was first
defined to identify personal names, organizations,
and locations (Chinchor and Robinson, 1997), to
then be extended to a variety of entities depend-
ing on the particular application. Nowadays, the
best results for the original 2003 NER task (Sang
and De Meulder, 2003) are self-attention networks
(Baevski et al., 2019), differentiable neural archi-
tecture search methods (Jiang et al., 2019), and
LSTM-CREF enriched with ELMo, BERT, and Flair
contextual embeddings (Strakova et al., 2019).

In the context of clinical NLP, NER is com-
monly used for the identification of diseases, body
parts, or medications (Dalianis, 2018). The au-
tomatic extraction of this information allows, for
example, the detection of risk factors on discharge
records (Uzuner et al., 2008), personal information
(Lange et al., 2019), frequencies and doses of drugs
(Uzuner et al., 2010a), or the leverage of epidemi-
ological information on the existence of diseases
(Lott et al., 2018).

Human-annotated clinical corpora are costly, but
they are necessary for at least three reasons: 1)
the annotation procedure focuses and clarifies the
requirements of a computational algorithm, 2) it
provides data for resolving NLP tasks, and 3) it
provides a benchmark against which to evaluate the
results obtained by computational models (Roberts
et al., 2007).

In practice, the manual annotation process im-
plies that the annotator, with expertise in a subject
previously discussed and defined as appropriate,
reviews the corpus. Following guidelines and an
annotation scheme, he or she selects a text segment
in the document and assigns it to an entity type
and, if appropriate, adds an attribute or relation to
connect the segment to another entity.

1.1 The Chilean waiting list as the case study

In Chile, the public healthcare system covers 75%
of the population (Fondo Nacional de Salud, 2013).

Proceedings of the 3rd Clinical Natural Language Processing Workshop, pages 291-300
November 19, 2020. (©)2020 Association for Computational Linguistics



The high demand for a visit to a specialist within
this system, which requires a referral from a gen-
eral practitioner, is handled by a Waiting List (WL)
(Ministerio de Salud de Chile, 2011b). This is
divided into “GES” (acronyms in Spanish for Ex-
plicit Health Guarantees), which covers 80 prior-
itized health conditions (Ministerio de Salud de
Chile, 2004), and the “non-GES”, which covers
the remaining consultations. During 2016, about
22,500 patients died while waiting for their first
consultation with a specialist, and 2,358 died be-
fore the surgery they needed. In 2017, there were
1,661,826 persons in the non-GES WL pending for
a specialist’s appointment, with an average waiting
time above 400 days (Estay et al., 2017).

Under this scenario, it is essential to develop
automated systems that allow the analysis of this
non-GES WL, to both improve the management
of patients that should be prioritized as well as the
secondary use of the information. Tasks that can be
achieved with a working NER model include the
prioritization of patients, the selection of cases that
can be solved by telemedicine, the estimated num-
ber of people who present more than one disease
(comorbidity), or that take more than one medi-
cation (polypharmacy), statistics of the pending
procedures, or the family background of diseases
when mentioned.

Every public health institution in Chile up-
loads weekly spreadsheets with non-GES WL cases
que contiene informacion sobre las interconsultas.
The referrals contain the personal information of
the patient, the referring and admitting healthcare
providers, the medical specialty, and in the form of
unstructured text the suspected diagnosis (Minis-
terio de Salud de Chile, 2011b). Villena and Dun-
stan (2019) examined the unstructured data in this
WL, using word clouds to visualize the weighted
word frequency by medical specialty. Although this
methodology is informative, it is necessary to ad-
vance in the automatic detection of diseases within
these referrals to improve their clinical manage-
ment and support epidemiological studies, which
is also one of the main motivations to create an an-
notated corpus. Apart from the clinical relevance,
choosing the non-GES WL is also practical since
it can be accessed through Transparency Law, a
country-wide initiative for better access to data
(Ministerio Secretaria General de la Presidencia,
2008). Data comes de-identified from the origin
and does not require ethics committee approval as

it is public information (Martinez et al., 2019). The
public character of these referrals makes it possible
to use them in shared tasks or to share them with
the research community.

1.2 Related annotated corpora

In terms of linguistic resources using clinical text
in Spanish, publications from Spain are predom-
inant, such as the work of Oronoz et al. (2013)
that annotated disease, drug, and substance in med-
ical records. The same group published a cor-
pus afterward for adverse drug reactions (Oronoz
et al., 2015). For negation, there are the works
of Cruz Diaz et al. (2017) using anamnesis and
radiology reports, Marimon et al. (2017) using clin-
ical reports from a hospital in Barcelona, and Lima
et al. (2020) who released a biomedical corpus
annotated with negation and uncertainty. From
Spanish-speaking countries besides Spain, and to
the best of our knowledge, the only published work
is by Cotik et al. (2017) in Argentina for the an-
notation of clinical findings, body parts, negation,
temporal terms, and abbreviations in radiology re-
ports. Some of the work done on biomedical texts is
also noteworthy; Moreno-Sandoval and Campillos-
Llanos (2013) annotated Part-of-Speech in biomed-
ical documents written in Spanish, Japanese, and
Arabic,Krallinger et al. (2015) annotated PubMed
abstracts in Spanish with chemicals and drugs.
More recently, Campillos-Llanos (2019) created
a medical lexicon by mapping words to the Uni-
fied Medical Language System (UMLS) identifiers.
Spanish is one of the most widely spoken languages
globally, but there is a lack of language resources.
Machine understanding of clinical texts requires
dealing with a non-standardized use of the lan-
guage, mainly due to the heavy use of abbrevia-
tions, local jargon, and a large presence of spelling
errors. Creating clinical resources from different
Spanish-speaking countries will allow us to esti-
mate the variability of medical language. This com-
parison is especially useful when measured over
real clinical narratives compared to biomedical lit-
erature due to its significantly different properties.

2 The Waiting List Corpus

During 2018, we requested the non-GES WL from
the 29 health services in the country through Trans-
parency Law (Ministerio Secretaria General de la
Presidencia, 2008). These requests were answered
positively by 23 of the health services and sent WL
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datasets for years between 2008 and 2018.

As a result, the group has 5,176,858 referrals,
originated at the 40 medical and 11 dental special-
ties defined in the Chilean regulation (Ministerio de
Salud de Chile, 2011b). The specialties with more
referrals are ophthalmology (14.49%), traumatol-
ogy (9.44%), and otorhinolaryngology (7.53%).
The distribution between medical and dental re-
ferrals is 83% versus 11%, and 6% of the referrals
have missing values in the specialty attribute.

Considering only the reasons for referral (written
in free-text), we have 994,946 different diagnoses.
A random subset of these diagnoses was selected
for annotation, with the criterion of selecting those
with more than 100 characters. Using this con-
dition, we reduce the corpus to 107,235 unique
candidates. Moreover, we removed diagnoses with
text imperfections (such as a clear cut at the end
of the referral or a text encoding error) or without
extra text information (an exact copy of an ICD-10
diagnosis). After filtering, one of the managers in-
spected each of the remaining diagnoses to ensure
that they fully met the conditions. Even though the
referrals come de-identified from the source, this
person also checked for any personal information.

3 Annotation scheme

Four annotators (three medical students and one
medical doctor) were selected for the initial stage
of the annotation process, who were permanently
supported by three project managers. The choice
of annotators and their background is a significant
factor. Roberts et al. (2009) describe how clini-
cally trained annotators are better than linguists

and computer scientists at annotating clinical text
with semantic relationships. It is common to collect
annotations from workers with advanced medical
training, either as general practitioners, researchers
with training on general medicine, or final-year
medical students (Koeling et al., 2011). We worked
here with three third-year medical students, whose
annotations contributed to the improvement of the
annotation guidelines.

The annotation process involved three stages as
shown in Figure 1. In the first stage, a test version
of the annotation guidelines was written, with an
in-depth study of other available guidelines for sim-
ilar entities, such as those published by Mota et al.
(2018) and Intxaurrondo et al. (2018). These guide-
lines were evaluated during the annotation of 25
referrals, followed by the curation of a reference.

In the second stage, the three medical students
annotated 50 identical referrals in weekly annota-
tion rounds for three weeks. In an iterative improve-
ment process, the medical students were retrained
after each round of annotation. At this point, the
guidelines were further modified to clarify the task
and improve consistency. At the end of this stage,
the first accepted version of the guidelines was es-
tablished and released.

In stage three, a medical doctor joined the group
(namely senior annotator) and was asked to anno-
tate the same 150 referrals done by the students
independently. Each referral was compared with
the previous annotations, with the aim that the anal-
ysis and discussion process to find consensus on an-
notations helped strengthen the senior annotator’s
training. Recruiting medical doctors to invest time
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Figure 1: Annotation stages for the creation of annotation guidelines, the training of the senior annotator, and the

production stage where 900 referrals were consolidated.

2

Figure adapted from Fort (2016).
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on the annotation task is a challenge. Therefore,
the option of training non-expert annotators such
as students, is often considered. However, the an-
notation of some complex entities, by definition or
extension, may lead to low agreement among non-
expert annotators impacting the overall agreement
as well (Lewinski et al., 2017). We addressed this
situation by implementing a pre-annotation stage of
straightforward entities, such as abbreviations and
body parts, done by medical students. Thus, the
senior annotator could focus on entities, attributes,
and relations that required higher clinical expertise.

For the consolidation process, we decided to
have each annotation revised by a team of four re-
searchers, including the senior annotator, a dentist,
the postdoc that created the annotation guidelines,
and the principal investigator. This means that once
a batch of 150 referrals was fully annotated, the
three managers and the senior annotator analyzed
and discussed the annotations one by one until an
agreement was reached. When consolidated, the
referrals became part of the ground truth. In the
beginning, the consolidation of 150 referrals took
around 6 hours, but by round 4, the time was re-
duced to approximately 3 hours. It is important to
note that we did not use automatic pre-annotation
methods: each of the referrals was manually anno-
tated from scratch. We used this time-consuming
approach to compensate for the absence of a second
senior annotator.

3.1 Annotation guidelines

A document with the guidelines for annotators
was created by the managers, which was a result
of a literature review and their annotation during
Stage I (Mota et al., 2018; Uzuner et al., 2010b,
2011; Névéol et al., 2011; Intxaurrondo et al., 2018;
Skeppstedt et al., 2014). The Unified Medical Lan-
guage System (UMLS) was used to define the entity
names and dependencies and resolve disagreements
and uncertainties.

The guidelines were initially designed to instruct
medical students and were later improved by the
feedback given by the senior annotator. In the cur-
rent version, the guidelines starts with a brief intro-
duction to clinical NLP and instructions to initiate
a session in the platform and perform the annota-
tion using BRAT (BRAT Rapid Annotation Tool).
This is always complemented with a face-to-face
meeting with the annotators.

The guidelines are under constant update when

the need for clarification or further example cases
emerges from the consolidation process. The cur-
rent version of the annotation guidelines (in Span-
ish) is freely available .

The annotated entities and attributes are de-
scribed in Table 1. The choice of entities was based
on literature revision and our interest within this
corpus. For example, the referrals are from a wait-
ing list, and we were interested in describing how
many procedures were pending. Moreover, it was
important for us to distinguish between laboratory,
diagnostic or therapeutic procedures. We are also
interested in mining the family history of diseases,
and therefore, we included entities, attributes, and
relations ad hoc with this goal. The corpus was for
example, enriched with the has relation between
family members and disease, and to connect diag-
nostic procedures and laboratory or test results.

Entity Attribute

Finding Laborator.y or Test Result

Sign or Symptom  Negated
Laboratory Procedure

Procedure Diagnostic Procedure  Pending
Therapeutic Procedure

. Maternal

Family Member Paternal

. Negated

Disease IFB

Body Part
Medication

Abbreviation

Table 1: Description of the entities and attributes we are
annotating in the corpus. IFB: Implicit Family Back-
ground

For all the entities, the rules were classified into
four types: (i) general, which are suitable for posi-
tive and negative rules, (ii) positive, what has to be
annotated, (iii) negative, what should not be anno-
tated and (iv) multi-word, when to consider multi-
ple tokens in an entity. Two general rules were then
explained, which are not to include punctuation and
white spaces at the end of entities and to annotate
even if grammatical errors are found, as long as
the meaning is understood. Afterward, the entity
was briefly defined, followed by positive, negative
and multi-word rules, each of them supported by
several examples. The text was complemented with
diagrams constructed from screenshots of the plat-
form.

For the case of attributes, there were four types:
negated (for sign/symptoms and diseases), pend-

"https://fvillena.github.io/annodoc/
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ing (for procedures), maternal or paternal (for fam-
ily member), and implicit family background (for
diseases). The corresponding entities were anno-
tated with the label, without including the token(s)
used to express the attribute (e.g., in “waiting for
surgery”, the entity “surgery” is annotated as a ther-
apeutic procedure with the pending attribute). We
included implicit family background to consider
expressions such as there is a family history of can-
cer without specifying which family member(s)
present the disease. Finally, relations were used
to connect certain entities. Following the previous
example, the entity cancer should be connected to
the entity that carries family member information
when corresponding.

An example of an annotated referral is shown in
Fig. 2. In this referral, one can see three relations
between diseases and family members. Addition-
ally, we observe nested entities in cancer de colon
(colon cancer) and cancer de recto (rectal cancer).
In both cases, there is a body part contained in a
longer disease entity. Section 4 describes nested
entities within this corpus.

 (STanor symptom) Family Merber}  (Farmlly Member—
1 ESTRENIMIENTO MADRE Y HERMANO FALLECIDOS DE

e e RS
CANCER DE COLON HERMANO VIVO DE 55 ANOS CON

Frraing)

TRASTORNOS DE DIGESTION DIAGNOSTICADO COMO CANCER RECTO.

Figure 2: An example of an annotated referral us-
ing BRAT Rapid Annotation Tool. This can be trans-
lated into English as follows: “Constipation deceased
mother and brother of colon cancer living brother aged
55 with digestive disorders diagnosed as rectal cancer”

3.2 Inter-annotator agreement

The difficulty of the task was assessed by calcu-
lating the inter-annotator agreement during Stages
I and II (Fort, 2016). In particular, we used the
F1-Score to compare pairs of annotations (Hripc-
sak and Rothschild, 2005). The F1-Scores can be
“strict” and “relaxed”. In the strict case, the anno-
tation is required to match exactly in entity and
tokens selected, while in the relaxed case, the anno-
tation is required to have the same class. However,
there may be a partial match in the entity length,
with an overlap of tokens. As an example, for the
expression “breast cancer” if an annotator A marks
only “cancer” as a disease, and annotator B de-
cides to select the full expression “breast cancer”
as disease, using the strict metric there would be

no agreement between A and B. In contrast, with
the relaxed metric there would be agreement since
both annotators include the word “cancer”.

We calculated the inter-annotator agreement be-
tween pairs, considering the three medical students
and the ground truth. Figure 3 shows the F1 strict
and relaxed for every pair in 150 referrals.

A1-GT+

A2-GT+ 0.48 032 | 063 056 |
F1-Score

033 | 0.72 055 | I0-9

Strict |
08

043 067 03 052 051
Relaxed g:;
A1-GT+

07 0.68 | o
03
A3-GT- |

A3-GT+ 0.48

A2-GT+

6\(\

T T L S
= 0’0\\0 e""
W

‘)

Nvo\ew %o&? 0\"6% N\a«\
N
Q’b

Strict
F1-Score

SA-GT 0.98 0.95 0.96
1.00
Io,gs

Relaxed 0.98
0.97

0.96
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SA-GT

i N N o‘\
0\9‘ea o ?“‘6 °ed\:¢\c\\d‘\
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Figure 3: Fl-score (strict and relaxed). Top: Every
medical student (A1, A2 and A3) compared with the
ground truth and calculated over the first 150 referrals.
Bottom: Comparison between the senior annotator and
the ground truth for the referrals 1-150.

As mentioned before, the senior annotator car-
ries out the first version of the annotations. The re-
ferrals are then consolidated by the three managers
and the senior annotator. Both the time required
and the number of editions during the consolidation
process decrease as several rounds of annotation
are achieved. Figure 3 (bottom) shows the compar-
ison between the senior annotator and the ground
truth over 150 referrals (referrals 1-150 in the cor-

pus).
4 Results

4.1 Annotated corpus statistics

The corpus consists of 900 referrals, with 1,912
sentences, 36,157 tokens, and a vocabulary size of
7,980 tokens. Each diagnosis has a mean of 40 [37
- 42 CI 95 %] tokens, normally distributed across
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the diagnoses. The medical specialties more often
annotated are traumatology (16.64%), gynecology
(8.85%) and pediatrics (7.02%). The ratio between
medical and dental specialties is 88:12. The anno-
tated corpus is freely available.

A total of 9,029 entities were annotated and the dis-
tribution per entity type and document (referral) is
shown in Fig. 4. In terms of the annotated attributes
and relations, they are much less in number than
entities. For the attributes, we have 256 negated,
126 pending, 2 implicit family background, and
1 maternal. For relations, we have 284 pairs of
relations.

(a)
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Entity

Figure 4: Frequency distribution and median (white
point) of (a) tokens per entity across the corpus, and
(b) annotated entities per document.

As previously mentioned, this corpus has nested
entities, which are entities embedded in other enti-
ties (Finkel and Manning, 2009). For example, in
Figure 2, the body part colon is nested inside the
disease entity cancer de colon. Figure 5 illustrates
this fact, with numbers indicating how many times
the entity in the row is nested in the entity in the col-
umn. Please note that this matrix is not symmetric,
as it is much more common to find, for example,

http://doi.org/10.5281/zenodo.3926705

an abbreviation in a finding (287 times) than a find-
ing in an abbreviation (91). Besides, when nested
annotations have the same length, we count them
as embedded one into each other for both entities.
An example of that is HTA (high blood pressure),
which is both a disease and an abbreviation.
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Figure 5: Characterization of nested entities. The num-
bers indicate how many times the entity in the row is
embedded in the entity in the column.

4.2 Preliminary NER models

BRAT annotation generates a file in standoff for-
mat® for each referral. This file follows a basic
structure with three columns containing: an ID per
annotation and its consecutive order of appearance,
the entity type with the indexes for the beginning
and end characters of the annotation, and the char-
acter string that constitute that entity.

These files can be converted to the CoNLL for-
mat? (Furrer et al., 2019), which is widely used in
the NLP community. Unfortunately, this format
does not support nested entities, therefore we have
to choose which nested entity to use (commonly
the longest). When a token is annotated with two
entities, HTA for example, to translate it to CoNLL
format we have to keep one of the two arbitrarily.

For the preliminary results shown here, we de-
cided to focus on three specific entities. Disease,
because its recognition is a task of enormous clin-
ical relevance. Medication, since medical doc-

*http://2011.bionlp-st.org/home/
file-formats

*nttps://github.com/spyysalo/
standoff2conll
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tors sometimes prescribe the active component and
other the commercial brand, we wanted to explore
how well the different tested models deal with that.
Finally, abbreviations were chosen since they are
widespread in the corpus and are morphologically
distinctive.

We compared the performance of a multiclass
model (where nested entities are lost) with three
models for each entity (where all entities are re-
tained, no matter if they are nested or nesting an
entity). As a baseline, we used the Flair Frame-
work, a biLSTM-CREF architecture that creates con-
textual embeddings for each word. This approach
was the state-of-the-art for the NER CoNNLO3
task in English and German (Akbik et al., 2018).
This architecture is easy to implement as code and
pre-trained language models are available to the
community>.

For the embedding layer, we compared Flair em-
beddings pre-trained over Wikipedia in Spanish
with those enhanced by domain-specific embed-
dings. The latest were trained over a clinical corpus
composed by the unannotated Waiting List Corpus
described in Section 2 plus referrals collected by
the group for another project. The vocabulary size
of this corpus is 57,112 tokens. These clinical
embeddings can be downloaded from here®. Fur-
thermore, the two embeddings were not left static,
so the weights were updated during the training
stage.

The grid-search method from Flair was used to
tune the hyperparameters: a learning rate of 0.1,
batch size of 32, 100 epochs, LSTM hidden size of
256 and dropout 0.1864. The models were tested
ten times with different initialization parameters.

Shttps://github.com/zalandoresearch/
flair
6http://doi.org/lo.5281/zenodo.3924799

The results were expressed as mean and standard
deviation (SD). Table 2 shows the results for the
multiclass model where nested entities are lost,
while Table 3 shows the results of three different
NER models, one for each of the entities.

As expected, multiple models outperform a mul-
ticlass model where nested entities are lost. In
terms of the embedding layer’s choice, models
with added clinical embeddings have a better per-
formance than those using the Spanish Wikipedia
Flair embeddings alone. Nevertheless, it is inter-
esting the small difference between the two for the
recognition of abbreviations. This is probably due
to the different sizes of both corpora, where the
training corpus for the Flair embedding is signifi-
cantly larger, but also the fact that the embeddings
are dynamically tuned during training. The most
significant improvement of adding clinical embed-
dings is observed in the medication entity, which is
also the one with fewer training examples. Finally,
abbreviations are indeed the most manageable enti-
ties to learn, with an F1-score of 0.92.

5 Conclusions and future work

There is a lack of language resources for the Span-
ish language in the clinical domain, and the work
presented here constitutes the first annotated corpus
using Chilean narratives. We believe that projects
like ours help filling the gap with respect to clinical
NLP done in English. This paper shares 900 anno-
tated referrals, the annotation guidelines, clinical
word embeddings, and the code used to generate
the results presented here.

In terms of developing NER models trained on
this corpus, future work includes improving the
recall for disease and medication, due to the im-
portance of identifying these entities, and deal-
ing with nested NER, for which there is a variety

Entity # of test Pre-trained embbedings Pre-trained + clinical embeddings
entities Precision Recall F1-Score Precision Recall F1-Score
Abbreviations 457 0.85(0.012) 0.91(0.014) 0.88(0.004) | 0.86(0.01) 0.92(0.013) 0.89 (0.005)
Disease 403 0.73 (0.034) 0.65(0.023) 0.69 (0.008) | 0.75(0.013) 0.71(0.015)  0.73 (0.01)
Medication 44 0.68 (0.05)  0.59(0.032) 0.63(0.021) | 0.74 (0.047) 0.72 (0.036) 0.73 (0.036)
Table 2: Multiclass model where nested entities are lost. Data shown are mean (SD).
Entity # of test Pre-trained embbedings Pre-trained + clinical embeddings
entities Precision Recall F1-Score Precision Recall F1-Score
Abbreviations 507 0.92(0.004) 0.92(0.007) 0.92(0.004) | 0.91(0.002) 0.93 (0.003) 0.92 (0.002)
Disease 456 0.76 (0.008)  0.65(0.009) 0.70 (0.004) | 0.79 (0.004) 0.75(0.009) 0.77 (0.005)
Medication 53 0.71 (0.02)  0.50(0.032) 0.58 (0.026) | 0.79 (0.038) 0.71 (0.016) 0.75 (0.024)

Table 3: Multiple models for each entity. All entities are retained. Data shown are mean (SD).
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of approaches as summarized in (Dadas and Pro-
tasiewicz, 2020). Besides, our annotated corpus
has hierarchical entities (for example, test result
and sign/symptom are part of the entity finding).
We plan to investigate the hierarchical nested NER
using architectures as in Marinho et al.(Marinho
et al., 2019). Finally, our corpus has attributes and
relations which we have not addressed yet. Once
we have a higher amount of annotated referrals, we
plan to host a shared task to advance this corpus’s
multiple challenges.

One of our goals working on this corpus and
training NER models is to recognize diseases
within this waiting list automatically. In particular,
telemedicine has been posed as one of the solu-
tions to decrease the waiting times in the Chilean
public healthcare sector (Ministerio de Salud de
Chile, 2011a). To correctly estimate the effect, one
needs to summarize the suspected diagnoses and
check which of them are eligible for telemedicine
consultations. Furthermore, diseases that need to
be examined rapidly could be prioritized using an
automatic detection of diseases.

Part of the group’s expertise is in the genetic
components of diseases. For that reason, we want
to explore the possible risk factors (genetic or envi-
ronmental), which could be obtained from the men-
tions of the patients’ family history and habits. In
this regard, we pay special attention to identifying
relations between family members and diseases,
with maternal and paternal components labeled.
This corpus is not particularly rich in those entities.
However, we are starting to collaborate with a can-
cer center, and we plan to translate the know-how
from this annotated corpus to future projects in that
direction.
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