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Abstract

With the increase in the use of AI systems, a
need for explanation systems arises. Building
an explanation system requires a definition of
explanation. However, the natural language
term explanation is difficult to define formally
as it includes multiple perspectives from differ-
ent domains such as psychology, philosophy,
and cognitive sciences. We study multiple per-
spectives and aspects of explainability of rec-
ommendations or predictions made by AI sys-
tems, and provide a generic definition of expla-
nation. The proposed definition is ambitious
and challenging to apply. With the intention
to bridge the gap between theory and applica-
tion, we also propose a possible architecture of
an automated explanation system based on our
definition of explanation.

1 Introduction

Definitions of explanation have been proposed
by many researchers from the perspective of
various fields of science, however the scope of
our research is focused on computer science
and cognitive science perspectives, as we are
looking for automatically generated explanations
for people affected by recommendations or
predictions made by AI systems. Explanation is
often described as a phenomenon which enables
transfer of specific information. Philosophically,
acceptance of a statement as an explanation is
subject to acceptance by the recipient (Gilpin et al.,
2018). However, according to computer scientists
explanations must be complete, i.e. encapsulate all
factors of complex internal workings, and accurate,
i.e. hold high fidelity to the AI model in question
(Gilpin et al., 2018).

We can find many definitions in different
domains, often conflicting. Some choose to focus
only on selected aspects of explanation. For
generating explanations automatically, a strong un-
derstanding of how people define, generate, select,
evaluate, and present explanations is essential. In
order to design and implement intelligent agents
that are truly capable of providing appropriate
explanations to people, analyzing how humans
explain decisions and behavior to each other is a
good starting point.

In the past, researchers have defined models
and conducted social experiments, many of which
uncovered novel and essential aspects of human
explanations (Harman, 1965; Hanson, 1958; Hess-
low, 1988). Specifically social experiments help us
understand the impact of unquantifiable attributes
of human behavior which include belief, desire,
social norms, intention to understand, emotions,
personality traits, etc. These attributes are aptly
defined by folk psychology, or commonsense
psychology (Heider and Simmel, 1944; Malle,
2006). Folk psychology does not describe our
thought process or behavior but our expected
thought process or behavior, which makes it an
important aspect of explanation.

As mentioned earlier, most of the past research
is focused on selective aspects of explanation. This
is because building a generic explanation system
is a tedious task. With the intention to take a step
towards realization of this task, we assume the AI
system to be a black-box i.e. all internal structure
and/or processes are hidden and only input-output
pairs are perceivable. No restriction is imposed on
inputs and outputs.
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In this paper we will review cognitive and social
models, experiments and definitions which may
assist us in writing a more generic definition of
explanation. In the background section we will
discuss the need for explanation in detail, which
will enable us to define necessary conditions and
possible quality measures. We will also highlight
important models, theories and conflicting defini-
tions. In later sections, we argue which aspects
of explanation are most important and propose a
generic definition of explanation. Lastly, we intro-
duce a possible architecture of a generic automated
explanation system based on our proposed defini-
tion.

2 Background

In this section, we will discuss why explanation
is required, the theoretical advances made towards
building explanation models and insights about con-
flicts in the definitions proposed so far.

2.1 Need for Explanation

Many AI systems are complex and hard to under-
stand. Even though AI systems possess potential
to address plethora of problems, their applications
may be limited due to our inability to comprehend
their results and reasoning process. A definition
of explanation would be beneficial for multiple
groups, the most prominent of which is receivers
of a prediction or recommendation made by any
AI system. Other groups include researchers, AI
developers, users of the system, etc. We refer to all
these groups together as recipients and a recipient
can be any individual from this group.
We reviewed the significance of explanation cov-
ered by several authors. Here, we reiterate the
reasons majorly presented in Doshi-Velez and Kim
(2017), Samek et al. (2017), and Lipton (2018).
The reasons presented below depict the importance
of explanation:

• Enhancement of scientific understanding:
Most AI systems are quite powerful, they
can process data faster and can find patterns
which may go unperceived by humans.
Understanding the reasons which contribute
to the prediction of a black-box offers a great
opportunity for learning and extending our
scientific understanding. (Doshi-Velez and
Kim, 2017; Samek et al., 2017)

• Verification of the system: Explanations can
enable us to examine if the system is working
as intended and abides by the user’s and the
recipient’s objectives. The workings of the
overall system and its objectives are important
as the user of an AI system and the recipient of
the prediction might have different objectives.
(Doshi-Velez and Kim, 2017; Samek et al.,
2017)

• Understanding multi-objective trade-offs: In
case of multiple objectives an explanation pro-
vides information to the recipient regarding
which features outweigh others, their mag-
nitude and their collaborative impact on the
output. (Doshi-Velez and Kim, 2017)

• Improvement of system:An explanation can
also help developers detect fallacies within the
system, which allows further improvement of
the system. (Samek et al., 2017)

• Inculcating Trust in user: AI system predic-
tions can be confusing at times, explanations
will give users an insight of why a certain pre-
diction was made. This makes it easier for
users to accept the prediction. It also provides
a rough estimate to the user regarding how
often the system is right and also what makes
it right. (Lipton, 2018)

• Inferring Causal relations in data: Inferring
causal relations in data is not trivial, re-
searchers wish to discover such relations
which can help them in generating hypotheses
about the natural world. Explanations
can play a crucial part in deepening our
knowledge of the universe. (Doshi-Velez and
Kim, 2017; Lipton, 2018)

• Enabling Transferability: Humans possess
great abilities such as generalizing and trans-
ferring learned skills. Artificial neural net-
works were inspired by the ability of the hu-
man brain to execute multiple tasks given the
correct data and processing power, however
their capabilities are still limited due to their
inability to learn and transfer skills like hu-
mans. Explanation might bring us one step
closer to understand, how to enable the ability
to transfer learned skills. (Lipton, 2018)

• Fair and Ethical Decision-Making: Auto-
mated decision making is embedded in our
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daily lives from social media platforms, to
stock market, to process of approving loans
and much more. It has become essential to
ensure fair and ethical decision making. This
requires transparency in the decision making
process which can be enabled by explanations
even though the system may not be originally
transparent. (Doshi-Velez and Kim, 2017)

• Ensuring safety to use AI models: Although
prediction and recommendation systems
might not seem dangerous, in certain sensi-
tive scenarios the results can be catastrophic.
There is a risk factor involved with every auto-
mated decision making system however with
some AI models, which might be used for
medical diagnosis or self-driving cars, the risk
factor is much higher. In order to ensure safety
while using these systems we need to under-
stand the system’s actions or predictions, mea-
sure the risk factors and take appropriate steps.
(Doshi-Velez and Kim, 2017)

• Compliance to Legislation: In 2016, Euro-
pean Union GDPR enabled the “Right to Ex-
planation” act1, making it a legal necessity
for all automated systems to provide explana-
tions.

2.2 Explanation vs Interpretation

Explanation definitions can be controversial. The
difference between explainability and interpretabil-
ity is frequently debated in the computer sci-
ence community. In the process of distinguish-
ing between explainability and interpretability, the
essence of human understandability is often lost.
Technically, an explanation is considered to be
complete and often complex, whereas an interpre-
tation defines internal workings of a system in an
abstract human understandable way (Gilpin et al.,
2018). Intuitively, the term explanation used by
humans is much closer to the technical term in-
terpretation. This is a subject of debate in the
research community, however considering the ob-
jective explanations, many researchers use these
terms interchangeably. From this point onwards
we will use the term explanation for the technical
term interpretation.

1“Right to Explanation” in EU Legislation
(Last accessed on: 2020-10-06): https://www.
privacy-regulation.eu/en/r71.html

Figure 1: A general structure of a theory-data expla-
nation proposed by Overton.(Overton, 2012)

2.3 Models for generating explanation

Many tried to model explanations and explanation
systems for different types of questions (why, why
not, how, etc.), Aristotle’s four causes model, also
known as the Modes of explanation model (Hankin-
son, 2001), offers an analytical solution to the why
questions by classifying them into four different
elements:

• Material- The substance or material of which
something is made. For example, rubber is a
material cause for a car tire.

• Formal- The form or properties of something
that make it what it is. For example, being
round is a formal cause of a car tire. These
are sometimes referred to as categorical expla-
nations.

• Efficient- The main mechanism which cause
something to change. For example, a tire man-
ufacturer is an efficient cause for a car tire.
These are sometimes referred to as mechanis-
tic explanations.

• Final- The end or goal of something. Moving
a vehicle is an efficient cause of a car tire.
These are sometimes referred to as functional
or teleological explanations.

It is important to note that although all the elements
are individually necessary for an explanation, they
are not individually sufficient.

Overton defines the structure of explanations
with five categories of properties or objects that

https://www.privacy-regulation.eu/en/r71.html
https://www.privacy-regulation.eu/en/r71.html
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are explained in science: theories, models, kinds,
entities and data (Overton, 2012, 2013). To explain
this concept further, let’s look at the example of a
billard ball hitting another ball at rest in a billard
game. According to the example, the components
of the model in Figure 1 will be as follows:

• Theory: Newton’s third law to motion

• Model: FA = -FB .

• Kind X: If A exerts force upon B, B must
exert force of equal and opposite magnitude.

• Entities A and B: Ball A and Ball B respec-
tively.

• Data/Observation: A moving ball A hits ball
B (initially at rest). The momentum of ball
B increases and the momentum of ball A de-
creases due to equal and opposite forces ex-
erted by each ball upon the other.

Extending Overton’s Work, Malle argued social
explanation has three layers: base, core and top
(Malle, 2006).

• Base: Encapsulates underlying assumptions
about human behaviour and explanation.

• Core: Psychological processes used to con-
struct explanation.

• Top: Responsible for linguistic realization of
the explanation.

Malle also proposed a theory of explanation
(Malle, 2006, 2011), which breaks down the psy-
chological processes used to offer explanations into
two distinct groups information processes (for de-
vising and assembling explanations), and impres-
sion management processes (for governing the so-
cial interactions of explanations). These two di-
mensions are divided into two further dimensions,
which refer to the tools for constructing and giv-
ing explanations, and the explainer’s perspective or
knowledge about the explanation. This particular
model is quite insightful due to its proximity with
computer science domain. As presented in Figure
2, there are four dimensions:

• Information requirements - What information
is required to provide an appropriate explana-
tion?

• Information access - What information is ac-
cessible to the explainer to convey as an ex-
planation?

• Pragmatic goals - What is the objective of the
explanation?

• Functional capacities - What are the func-
tional capacities or limitations of the given
explanatory tools?

Figure 2: Malle’s process model for explanation
(Malle, 2011)

Some researchers portray explanations as rep-
resentations of underlying causes which led to a
system’s output and which reflects the system’s
decision-making process. Other researchers assert
that explanations are much more, for example when
humans explain something they prioritize informa-
tion, give examples and counter examples, select
important details, etc. One of the most important
factor of human explanations is the social compo-
nent, explanations are almost always tailored for a
specific audience or recipient. In Miller (2019), the
author shares four important findings for explain-
able AI:

• Explanations are contrastive: In many scenar-
ios, contrastive explanations are chosen by
people due to their ease of comprehension.

• Explanations are selected: Humans usually
don’t analyze all causes of an event. They
generally select a few main causes which are
deemed “sufficient” as an explanation. The se-
lected causes can be simple or complex, even
global or local.

• Explanations are social: Explanation can be
taken as transfer of knowledge, which in-
cludes many social aspects such as the re-
ceiver’s cognitive and comprehension ability,
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the explainer’s and receiver’s beliefs, knowl-
edge and presumptions, etc. Explainer’s pre-
sumption Recipient’s prior knowledge com-
prehension capacities

• Probabilities probably don’t matter: “The
most likely explanation is not always the best
explanation for a person, and importantly,
using statistical generalizations to explain
why events occur is unsatisfying, unless
accompanied by an underlying causal expla-
nation for the generalization itself.” (Miller,
2019)

3 Aspects of Explanation

As mentioned earlier, explanation has multiple as-
pects. Philosophically acceptance of a statement
as an explanation is subject to acceptance by the
recipient. Although this is intuitive, this definition
of explanation is vague and incomplete. We ar-
gue that important aspects of explanation include
the posed question, the type of explanation, the ex-
plainer and the recipient. We discuss each of them
in this section.

3.1 The Posed Question

The posed question defines the objective of the
explanation and provides direction for selecting
an abstract, comparatively simple, reasoning of a
complex state. Much emphasis is put into research-
ing explanation models with the assumption that
the posed question is either a “why” or “why not”
question. Even though the assumption is intuitive
and holds true for most cases, in some cases the
posed question could also be of the following type:
“how”, “what”, “what if”, etc.

Aristotle’s Modes of explanation model men-
tioned in section 2.3, only caters to the why-
questions. Miller (Miller, 2019) proposed a simple
model for explanatory questions based on Pearl
and Mackenzie’s Ladder of Causation (Pearl and
Mackenzie, 2018). This model places explanatory
questions into three classes:

• What-questions, such as “What event hap-
pened?” – Requires associative reasoning to
determine which unobserved events occurred
based on the occurrence of observed events.

• How-questions, such as “How did that event
happen?” – Requires interventionist reasoning

to determine necessary and sufficient causes
of the given event. This may also require
associative reasoning.

• Why-questions, such as “Why did that event
happen?” – Requires counterfactual reason-
ing to undo events and introduce hypothetical
events. This also requires associative and in-
terventionist reasoning.

3.2 The Type of Explanation

There is a wide spectrum from which an ex-
planation can be produced. It is important to
understand that there are numerous accurate
possible explanation for each scenario. Mills
argued that causal connection and explanation
selection are essentially arbitrary and the scientifi-
cally/philosophically it is “wrong” to select one
explanation over another (Mill, 1973).

Based on Lipton (2018), Mittelstadt et al. (2019)
and Pedreschi et al. (2019), we deduce that an ex-
planation can be of many types. It can be example-
based or statistical, generalized or specialized, tech-
nical or in layman terms. We argue that the choice
between the latter two may be deduced by the in-
formation available about the posed question and
the recipient. However, Adhikari (2018) shows
via experiments that in most cases example-based
explanations are preferred.

3.3 The Explainer

As mentioned in the introduction, the impact of
unquantifiable attributes of human behavior, which
includes belief, desire, social norms, intention to
understand, emotions, personality traits, etc., can
affect explanation. Even though the explainer’s
intention to explain and her beliefs about the re-
cipient(s) may be important, we argue that there
are other aspects which can be just as important (if
not more). These aspects include the knowledge
of the explainer herself, her ability to explain and
the availability of information about the recipient’s
knowledge. This argument becomes stronger when
we remove the pre-assumption of the explainer be-
ing a human. If the explainer is a machine then the
importance of social aspects reduces.

3.4 The Recipient

The recipient is arguably the most important aspect
for any explanation as many other aspects are ma-
nipulated by the recipient. Similar to the explainer,
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even though the social aspects such as intention
to understand and her belief system are important,
we argue that recipient’s knowledge and ability to
comprehend is also important. Although for build-
ing an explanation system, we would not relax the
pre-assumption of human recipient(s).

4 Proposed Definition

In this section we present a generic definition,
break down its components which can be inter-
preted differently depending on perspectives and
discuss them from the AI perspective. Here, if
an explanation is requested for a certain predic-
tion/recommendation made via a particular black-
box, we will represent the combination of input to
the black-box, the black-box itself and the predic-
tion/recommendation as a scenario. We argue that
explanation requires pre-existing information about
three major aspects: the posed question, the recip-
ient’s knowledge, and the given scenario. With
respect to the aforementioned three aspects, we
propose the following definition of explanation:

An explanation is a representation of fair and
accurate assessments made by an explainer to

transfer relevant knowledge (about a given
scenario) from the explainer to a recipient.

In AI perspective, each component of the defini-
tion can be translated as follows:

• Assessments: It can be plain observations or
analysis of observations. In AI, these observa-
tions tend to be about internal workings of a
system and about factors which are important
for a given input-output pair.

• Fair and accurate assessments: Here, fair and
accurate depicts unbiased observations which
hold high fidelity w.r.t the given AI model.

• Representation: It must be an appropriate de-
piction of assessments made by the explainer
and acceptable by the recipient. It can be in
the form of text, image, dialogue, etc. or a
combination thereof.

• Explainer: It is an entity, human or machine,
that mediates information. In AI, the explainer
is a machine which reduces the impact of so-
cial aspects.

• Recipient: It is an entity to which clarification
of a subject matter is presented. This clarifi-

cation may be in the form of a statement or a
response to a posed question.

• Transfer of Relevant Knowledge: The con-
cepts of explainability (complete and com-
plex) and interpretability (abstract and com-
prehensible) of an explanation can be general-
ized by using “transfer of relevant knowledge”
as a function of information gained by the re-
cipient. This transfer of relevant knowledge
can be active or passive.

Explanation as a statement represents a passive
form of knowledge transfer based on only the given
scenario. On the other hand, explanation as a re-
sponse to a question posed by a recipient represents
an active form of knowledge transfer based on the
posed question, the recipient’s knowledge, and the
given scenario.

4.1 Examples

Here we consider three different scenarios in which
the same underlying logic is conveyed in different
ways to the recipient according to their knowledge
and experience, when a particular question is asked.
Please note that these examples only provide naı̈ve
insights into possible explanations. In reality the
recipient’s knowledge might be a complicated
model which cannot be allotted one of the basic
groups such as novice, intermediate or expert.
The question “How do we model a recipient’s
knowledge?” is one of many difficult questions
which need to be answered in order to build such
complex explanation systems.

In Table 1, Scenario (1) and (2) offers contrast in
generated explanations for the same type of recipi-
ent’s knowledge. In Scenario (1), the explanation
for a novice in the medical domain is kept very
simple but the expert explanation has a lot of medi-
cal details, which might be burdensome for most
patients. On the other hand, in Scenario (2) the
banking domain novice explanation gives reasons
of a loan rejection in a detailed yet simple manner,
while the explanation for an expert is short. This
uncovers the possibility of having different types
of explanation depending on not only the scenario
but also the domain of the scenario. Since it is not
feasible to create different models for every sce-
nario or domain of scenario, we need a generalized
explanation system which can adapt and learn.
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Scenario Question Logic Found Recipient’s
Knowledge

Explanation

(1) A medical
treatment X was
recommended for a
patient with symptoms
Y.

Why was treatment
X recommended to
me?

Treatment X
worked for other
patients with
symptoms Y

Novice This treatment has worked be-
fore.

Intermediate Similar symptoms were healed
with treatment X before.

Expert This treatment has a high proba-
bility of success as the similarity
between the current patients and
a past patient, who responded to
treatment X, is above 70% due
to the following underlying facts
. . . .

(2) A bank loan
request was rejected.

Why was my loan
request rejected?

Risk factors were
found too high due
to already existing
loans.

Novice Since there is a lot of money al-
ready loaned to the applicant, the
return of the requested amount to
the bank becomes improbable.

Intermediate The amount loaned already is
high which makes this a risky re-
quest for the bank to approve

Expert Due to high risk implied by mul-
tiple prior loans.

(3) A certain movie
was recommended.

Why was this
movie
recommended to
me?

98% match with
other movies in
user profile

Novice You watched similar movies.
Intermediate There is 98% match with simi-

lar movies that you have watched
before.

Expert You will probably like this movie
as there is a 98% match with simi-
lar movies that you have watched
before, due to the following rea-
sons. . .

Table 1: Here we present three examples of a scenario with three possible types recipients each i.e. novice,
intermediate and expert.

4.2 Proposed Architecture for Definition
The need for a generalized explanation system
which can adapt and learn has been discussed
in the previous sections. Application of the
presented definition from the perspective of
computer science is complicated and ambitious,
it has multiple factors to be considered. In order
to take another step towards building explanation
systems, we take inspiration from classic Natural
Language Generation (NLG) Model to propose an
architecture for generation of user understandable
explanations for desired scenarios (Dale and Reiter,
1997; Reiter and Dale, 2000).The functionality of
each component of the architecture is provided
below.

In Figure 3, the classical NLG pipeline of
Content Determination – Content Refining –
Content Lexicalization – Text Generation consists
of several components. The initial input of the
pipeline is black box’s input-output pair which is

fed to the first component (Content Determination).
Following which each component takes as input
the output of the previous component, together
producing the following sequence of outputs: Log-
ical Content – Structured Content – Lexicalized
Content – Generated Text/Explanation. This entire
setup can be placed in an environment responsible
for learning models about the individual recipients’
preferences. For each query, multiple explanations
will be generated and ranked by the learning
environment. Based on recipient’s choice, the cor-
responding model will be refined for future queries.

Each component of this architecture brings
forward a different challenge. The most intriguing
ones are from the section of content determination
and the learning environment. Feature Importance
Extraction has been researched vividly in recent
years with black box solutions such as LIME
(Ribeiro et al., 2016a), LEAFAGE (Adhikari,
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Figure 3: A possible architecture of a generic explanation system based on the proposed definition. This is a slightly
modified setup of the classical NLG pipeline. This setup will be placed in an iterative learning environment for
refining individual recipients’ models.

2018), XEMP 2, etc. However, very little attention
has been given to bridging the gap between black
box inputs and human interpretable features in a
generic way.

The suggested architecture enables us to partly
mimic Overton’s structure of explanations and
Malle’s structure of social explanations (section
2.3) via the NLG pipeline and the learning
environment. In reference to Overton’s structure
of explanations, the NLG pipeline receives an
input-output pair as data/observation and extracts
the model as Logical Content. Similarly, the
learning environment will capture the recipient’s
underlying behavior as described in Malle’s
structure of social explanation.

Also, by generating multiple explanations we
acknowledge Miller’s four important findings for
explainable AI (section 2.3) and Mill’s theory of
selection of an explanation (section 3.2). We ar-
gue that there exists multiple possible explanations
for each query. Each explanation generated by
following the suggested procedure and supported
by factual data cannot be “wrong”. However, the
system must be iteratively trained based on the re-
cipients’ acceptance of explanations and gain of
information. This makes the learning environment
a crucial part of the system.

2XEMP White Paper (Last accessed on: 2020-
10-06): www.datarobot.com/resource/
xemp-prediction-explanations/

5 Conclusion

In this paper, we review multiple perspectives and
aspects of explanation. Based on this, we sum-
marize the most important aspects of explanation
and propose a generic definition. The definition
and examples of explanation in different scenarios
guide us towards building an explanation system.
We propose an architecture for one such generic ex-
planation system based on the proposed definition
of explanation. It is capable of producing multiple
explanations depending on the given recipient, the
posed question and a given scenario. We hope that
this paper paves the way to build generic explana-
tion systems.

6 Future Work

Each of the components of the proposed architec-
ture is challenging in a different way. The chal-
lenges include the process of creating a recipi-
ent model, refining the recipient’s model based on
their preferences, making the explanation system
generic, etc. The learning environment will also
bring forth a cold-start problem. These are some
of the many ambitious topics which need to be re-
searched, analyzed and applied. We intend to start
by creating a prototype of a content determination
module from the proposed architecture of a generic
explanation system.

www.datarobot.com/resource/xemp-prediction-explanations/
www.datarobot.com/resource/xemp-prediction-explanations/


322

References
Ajaya Adhikari. 2018. Example and feature

importance-based explanations for black-box ma-
chine learning models.

Or Biran and Courtenay Cotton. 2017. Explanation
and justification in machine learning: A survey. In
IJCAI-17 workshop on explainable AI (XAI), vol-
ume 8, pages 8–13.

Robert Dale and Ehud Reiter. 1997. Tutorial on build-
ing applied natural language generation systems. In
ANLP-97.

Finale Doshi-Velez and Been Kim. 2017. Towards a
rigorous science of interpretable machine learning.
arXiv preprint arXiv:1702.08608.

Leilani H Gilpin, David Bau, Ben Z Yuan, Ayesha Ba-
jwa, Michael Specter, and Lalana Kagal. 2018. Ex-
plaining explanations: An overview of interpretabil-
ity of machine learning. In 2018 IEEE 5th Interna-
tional Conference on data science and advanced an-
alytics (DSAA), pages 80–89. IEEE.

Riccardo Guidotti, Anna Monreale, Salvatore Ruggieri,
Franco Turini, Fosca Giannotti, and Dino Pedreschi.
2018. A survey of methods for explaining black box
models. ACM computing surveys (CSUR), 51(5):1–
42.

Robert James Hankinson. 2001. Cause and explana-
tion in ancient Greek thought. Oxford University
Press.

Norwood Russell Hanson. 1958. Patterns of discov-
ery: An inquiry into the conceptual foundations of
science, volume 251. CUP Archive.

Gilbert H Harman. 1965. The inference to the best ex-
planation. The philosophical review, 74(1):88–95.

Fritz Heider and Marianne Simmel. 1944. An exper-
imental study of apparent behavior. The American
journal of psychology, 57(2):243–259.

Germund Hesslow. 1988. The problem of causal se-
lection. Contemporary science and natural explana-
tion: Commonsense conceptions of causality, pages
11–32.

Denis J Hilton. 1990. Conversational processes
and causal explanation. Psychological Bulletin,
107(1):65.

John R Josephson and Susan G Josephson. 1996. Ab-
ductive inference: Computation, philosophy, tech-
nology. Cambridge University Press.

Sebastian Lapuschkin, Stephan Wäldchen, Alexander
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