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Abstract

In recent years, named entity recognition
(NER) tasks in the Indonesian language have
undergone extensive development. There are
only a few corpora for Indonesian NER; hence,
recent Indonesian NER studies have used di-
verse datasets. Although an open dataset is
available, it includes only approximately 2,000
sentences and contains inconsistent annota-
tions, thereby preventing accurate training of
NER models without reliance on pre-trained
models.

Therefore, we re-annotated the dataset and
compared the two annotations’ performance
using the Bidirectional Long Short-Term
Memory and Conditional Random Field
(BiLSTM-CRF) approach. Fixing the annota-
tion yielded a more consistent result for the
organization tag and improved the prediction
score by a large margin. Moreover, to take
full advantage of pre-trained models, we com-
pared different feature embeddings to deter-
mine their impact on the NER task for the In-
donesian language.

1 Introduction

Named entity recognition (NER) is an essential sub-
task in natural language processing (NLP). How-
ever, NER still suffers from data sparseness for the
majority of languages, including Indonesian.

Various Indonesian NER approaches have been
proposed, ranging from rule-based methods (Budi
et al., 2005) to machine learning-based techniques
(Leonandya et al., 2015; Aryoyudanta et al., 2016).
The DBpedia and Wikipedia datasets are mainly
used for supervised approaches (Alfina et al., 2016;
Leonandya et al., 2015; Aryoyudanta et al., 2016;
Gunawan et al., 2018). Other datasets include Twit-
ter (Taufik et al., 2016; Wintaka et al., 2019) and
conversational datasets from chatbots (Kurniawan
and Louvan, 2018), but the sizes of these datasets

are limited. Unfortunately, almost all of the pre-
vious studies on Indonesian NER did not release
their datasets, which provide essential information
for machine learning-based NLP.

One Indonesian NER dataset with human annota-
tion that is openly available is a news dataset from
Syaifudin and Nurwidyantoro (2016) (hereinafter
referred to as S&N (2016)). However, this dataset
exhibits inconsistency problems. In this study,
we re-annotated this dataset, thereby developing
a more standardized Indonesian NER resource to
improve the NLP foundation for the Indonesian
language. The most problematic entity is organi-
zation, followed by location and person. Certain
tokens had been tagged as entities that they were
not; for example, the term “DPP” (which means
“party’s representative council”) is not an organiza-
tion name but had been tagged as such.

The most recent Indonesian NER work that used
BiLSTM-CRF was conducted by Wintaka et al.
(2019) using FastText as the word representation. It
has been claimed that FastText offers advantages in
handling misspelled words and out-of-vocabulary
(OOV) problems (Bojanowski et al., 2017). There-
fore, we used BiLSTM-CRF with FastText as our
baseline model.

We also experimented with Bidirectional En-
coder Representations from Transformers (BERT),
a transformer-based language model known to
work best in various tasks in NLP as well as NER
by acquiring contextual word meanings based on
their usage in a sentence (Devlin et al., 2019). For
the experiment, we compared three models: the
multilingual transformer-based models; mBERT
(Devlin et al., 2019) and XLM-R (Conneau et al.,
2020) and a monolingual BERT for the Indonesian
language (IndoBERT) (Wilie et al., 2020). Regard-
ing the limited vocabulary in our low-resourced
data, we hypothesized that these embeddings could
solve the OOV problem because of the vocabu-



65

lary coverage in the large-scale data used for pre-
training those embeddings.

Our contributions can be summarized as follows:

1. We re-annotated the human-annotated Indone-
sian NER dataset to improve its consistency
and made the dataset publicly available.1

2. We analyzed the impact of the data con-
sistency by comparing the performance of
NER models trained on the previous and re-
annotated datasets. Our dataset significantly
improved NER performance.

3. We compared the static and dynamic word
embeddings for the Indonesian NER task and
showed the impact of different embeddings
on the NER model performance.

2 Related Works

Several recent NER methods employed the bidi-
rectional neural network and a conditional random
field (CRF) as the encoder–decoder layer (Lam-
ple et al., 2016; Peters et al., 2018; Akbik et al.,
2018). Using contextual information as a repre-
sentation input to the encoder model improved the
score substantially as it helped the model learn the
context of the entities. Akbik et al. (2018) intro-
duced Flair embedding, a contextual string embed-
ding approach, and showed that stacking word and
character embeddings increased the model’s ability
to understand contextual and word-level semantic
representations. The use of a Transformer (such
as in BERT) also demonstrated significant results
for numerous NLP downstream tasks, for example,
by BERT, which was proven to work on certain
tasks, as well as for NER (Devlin et al., 2019; Con-
neau et al., 2020). The current state-of-the-art NER
model to date was created by fine-tuning a cloze-
driven pre-trained bidirectional transformer model
(Baevski et al., 2019).

Nevertheless, we focus on low-resourced lan-
guage NER. The majority of previous studies on
low-resourced NER also implemented BiLSTM-
CRF as the sequence labeling method and exper-
imented with input representation (Pham and Le-
Hong, 2018; Poostchi et al., 2018; Singh et al.,
2019). BERT has also been employed in several
low-resource languages, including Bulgarian (Mari-
nova, 2019), Arabic (Antoun et al., 2020), and
Basque (Agerri et al., 2020).

1https://github.com/khairunnisaor/
idner-news-2k

Deep learning has recently been used in Indone-
sian NER research. The most widely used method
is the BiLSTM algorithm (Huang et al., 2015; Lam-
ple et al., 2016). Various input representation meth-
ods have been applied, such as convolutional neural
networks (CNNs) for word n-gram representation
(Gunawan et al., 2018) and pre-trained word em-
beddings with part-of-speech (PoS) tags (Hoesen
and Purwarianti, 2018). In exploring the OOV prob-
lem in conversational text, Kurniawan and Louvan
(2018) also employed BiLSTM-CRF without in-
cluding any pre-trained word representation. In
recent work by Wintaka et al. (2019), the same neu-
ral sequence labeling model was implemented, and
pre-trained FastText Indonesian word embedding
was applied as the input. In work similar to ours,
Leonandya and Ikhwantri (2019) investigated the
impact of language model pre-training on the NER
task. However, their conversational texts data is not
publicly available, and therefore their study is not
replicable. The latest Indonesian NER work is from
Wilie et al. (2020), who built and fine-tuned an In-
donesian BERT (IndoBERT) pre-trained model for
twelve NLP tasks, including NER.

Previous work using the same dataset was con-
ducted by S&N (2016) for a quotation identifica-
tion task. The dataset was constructed from three
Indonesian online news sites, namely Kompas2,
Tempo3, and TribunNews4. The topics covered by
this dataset mainly concern politics, society, and
economics. In this task, the data were labeled for
quotation identification. However, the NER data
were manually tagged as well, as they were used
in preprocessing for the quotation identification
task. In this study, we focused on the NER task and
re-annotated the data because of the inconsistency.

3 Methodology

3.1 Inconsistency of Existing Dataset

We used an open dataset released by S&N (2016),
which is available on GitHub5. However, we found
that several tokens in the dataset were not tagged
correctly. For example, tokens of certain organiza-
tions and persons were not tagged or were tagged
incorrectly. Table 1 shows an examples of incon-
sistency in the annotation. The three sentences

2https://www.kompas.com/
3https://www.tempo.co/
4https://www.tribunnews.com/
5https://github.com/yusufsyaifudin/

Indonesia-ner

https://github.com/khairunnisaor/idner-news-2k
https://github.com/khairunnisaor/idner-news-2k
https://www.kompas.com/
https://www.tempo.co/
https://www.tribunnews.com/
https://github.com/yusufsyaifudin/Indonesia-ner
https://github.com/yusufsyaifudin/Indonesia-ner
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Sentence 1 President Joko Widodo met the chairman of Gerindra Prabowo Subianto at Istana Bogor
Indonesian Presiden Joko Widodo bertemu Ketua Umum Gerindra Prabowo Subianto di Istana Bogor
English translation President Joko Widodo met chairman general Gerindra Prabowo Subianto at palace Bogor
S&N (2016) O B-PER I-PER O B-PER I-PER I-PER I-PER I-PER O B-LOC I-LOC
Ours O B-PER I-PER O O O B-ORG B-PER I-PER O B-LOC I-LOC

Sentence 2 Politician PDI Perjuangan Guruh Soekarnoputra visited the chairman of Gerindra Party Suhardi
Indonesian Politikus PDI Perjuangan Guruh Soekarnoputra menjenguk Ketua Umum Partai Gerindra Suhardi
English translation Politician PDI Perjuangan Guruh Soekarnoputra visited chairman general Party Gerindra Suhardi
S&N (2016) O B-ORG I-ORG B-PER I-PER O O O O O B-PER
Ours O B-ORG I-ORG B-PER I-PER O O O B-ORG I-ORG B-PER

Sentence 3 Vice chairman of Gerindra Party Edy Prabowo stated that his party would not be hurt
Indonesian Wakil Ketua Umum Partai Gerindra Edy Prabowo menyatakan partainya tak akan sakit hati
English translation Vice chairman general Party Gerindra Edy Prabowo stated his party not would hurt
S&N (2016) O O O B-ORG I-ORG B-PER I-PER O O O O O
Ours O O O B-ORG I-ORG B-PER I-PER O O O O O

Table 1: Examples of tags before (S&N (2016)) and after (ours) re-tagging. The red tokens indicate the difference
after re-tagging. The blue tokens represent consistent annotation between S&N (2016) and ours. Tag prefix
meanings: B indicates the entity’s first word, whereas I indicates the second and remaining part of the entity.

Data Split Sentences Tokens

Train 1,464 30,248
Development 367 7,863
Test 509 10,588
Total 2,340 48,699

Table 2: Data statistics.

Our Tags # of
LOC ORG PER O tags

LOC 1,153 26 4 344 1,527
S&N ORG 5 1,562 2 78 1,647
Tags PER 4 3 2,317 39 2,363

O 91 701 127 42,241 43,160

# of tags 1,253 2,292 2,450 42,702

Table 3: Confusion matrix of our re-annotation from
S&N (2016). The number of tags is represented at
the token level. The first column indicates the entity’s
previous tag and the header denotes our tag in the re-
annotation. LOC: location; ORG: organization; PER:
person; O: other.

have a pattern of [title] [organization] [person]. In
Sentence 1, S&N (2016) tagged all tokens “Ketua
Umum” (title), “Gerindra” (organization name)
and “Prabowo Subianto” (person name) as person
names. In the red part of Sentence 2, S&N (2016)
only tagged “Suhardi” (person name) as a person
name and did not tag “Partai Gerindra” as an or-
ganization name. In the blue part of Sentences 2
and 3, S&N (2016) did not tag the titles (“Poli-
tikus” and “Wakil Ketua Umum”) as entities but
did tag the organization and person name correctly.
These sentences demonstrate that there were three
different annotations for the same sentence pattern.
As this phenomenon appeared several times, we

examined the dataset and checked the annotations
one by one.

3.2 Dataset Re-annotation
To address these problems, we asked three native
speakers to re-annotate the data manually. Al-
though S&N (2016) covers five entities, we only
re-annotated only three entities that are commonly
used in the NER task, namely location, organiza-
tion, and person. We omitted the other two, time
and quantity, because we wanted to build a model
with a strong foundation for recognizing ambigu-
ous nouns. As most time and quantity entities are
written in numeric form, they are easy to be rec-
ognized by a well-developed NER model. In the
experiment, we considered just the three entities in
both datasets so that the results would be reason-
ably comparable.

We calculated the inter-annotator agreement of
the three annotators and obtained an agreement
score of 0.92 using Fleiss’ kappa (Fleiss, 1971),
which indicates a high agreement and good relia-
bility (Artstein and Poesio, 2008). In this study,
we used the same split as that used in S&N (2016).
However, owing to the absence of the development
set as in theirs, we randomly sampled data from
the training set to constitute the development set,
as indicated in Table 2.

3.3 Our Annotation Guidelines
To clearly differentiate how we annotated each en-
tity, here we provide the guidelines we used in
re-annotating the dataset.

• Location: indicates the name of a location
name where activities or events happened se-
mantically. Such an entity is usually preceded
by a location preposition, namely “di” (at),
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“ke” (to), or “dari” (from). Specific location
names such as a country or city name (e.g.,
Indonesia in “Indonesia is one of the largest
countries”) when not used contextually as a
location would not be annotated as a loca-
tion. An organization name (e.g., university
or office), conversely, is sometimes used as a
location name when the sentence refers to its
building or location. In this case, we annotate
the entity as a location name.

• Organization: indicates an organiza-
tion’s name. The name of the organization
is usually an official institution that is legally
registered.

• Person: identifies a person’s name. Any
form of the person’s name—full, nickname, or
abbreviation—is annotated as one name. For
example, “Abu Rizal Bakrie” is the full name
of a person, who may also be mentioned as

“Ical” (nickname) or “ABR” (abbreviation). A
person’s title, such as “Pak” (Mr.) in “Pak
Ical” (Mr. Ical) is not included in the person’s
name; it is annotated as “Pak [Ical]B-PER”, not
as “[Pak]B-PER [Ical]I-PER”.

• An organization or person name that is some-
times written in full may, at other times, be
written in its abbreviated form. When both
forms appear, the annotation will be sepa-
rated into two entities. For example, the
sentence, “Universitas Gadjah Mada (UGM)
berlokasi di Yogyakarta.” (Gadjah Mada Uni-
versity (UGM) is located in Yogyakarta) is
annotated, as shown below:

[Universitas]B-ORG [Gadjah]I-ORG [Mada]I-ORG

([UGM]B-ORG) berlokasi di [Yogyakarta]B-LOC

For ambiguous entities, the tags were determined
according to the word’s contextual use; that is,
whether it is used as a location name or organi-
zation name (these two entities are generally the
most confusing). When there was a disagreement,
the tag chosen by the majority of the taggers was
determined as the final tag.

Table 3 presents the confusion matrix of our re-
annotation of S&N (2016). The number of tags
for the organization and person entities increased
after the re-tagging. Meanwhile, the number of
location entities was reduced from approximately
1,500 to 1,200, and the other (O) entity was reduced
by almost 500 tags. This indicates that 20% of the

location tags were incorrect, and almost 500 tokens
were not tagged. Comparing our annotation, we
calculated the percent difference by dividing the
difference in the number of tags by the total number
of tokens.

4 Experiment

4.1 NER Methods
BiLSTM-CRF is a deep learning algorithm in-
troduced by Huang et al. (2015) and has mainly
been used for the NER task owing to its ability
to solve sequence tagging problems. Following
its successes in dealing with English NER tasks
(Lample et al., 2016; Akbik et al., 2018; Ma and
Hovy, 2016), BiLSTM-CRF was also implemented
in recent Indonesian NER; relatively good results
were obtained compared to those of rule-based and
former machine learning approaches (Hoesen and
Purwarianti, 2018; Kurniawan and Louvan, 2018;
Wintaka et al., 2019). We employed a method used
by Wintaka et al. (2019) as our baseline. They used
FastText (Bojanowski et al., 2017), a pre-trained
word embedding with sub-word features, as the
input representation for the BiLSTM-CRF.

In addition to FastText, we also used some pre-
trained multilingual and monolingual models as the
input representation for BiLSTM-CRF. For mul-
tilingual models, we applied multilingual BERT
(mBERT) by Devlin et al. (2019) and XLM-R by
Conneau et al. (2020), and for the monolingual
model, we applied the Indonesian monolingual
BERT pre-trained model IndoBERT by Wilie et al.
(2020). To compare the use of BERT with the fea-
ture representation approach, we also investigated
the potential benefit of using a fine-tuning approach
with all BERT pre-trained models.

4.2 Settings
We used the implementation of the BiLSTM-CRF
approach provided by Flair NLP6, a simple frame-
work for sequence labeling tasks (Akbik et al.,
2018). We identified three entity types, namely
location (LOC), organization (ORG), and person
(PER), and used the IOB format defined by Tjong
Kim Sang (2000). We conducted five experiments
for each model and calculated the average scores.
We applied two approaches for the NER task im-
plementation.

First, in the feature-based approach, we used
BiLSTM-CRF and experimented with several word

6https://github.com/flairNLP/flair

https://github.com/flairNLP/flair
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Dataset Annotation Overall Scores LOC ORG PER
Train Test P R F P R F P R F P R F

S&N S&N 69.20 84.55 76.11 74.82 85.78 79.92 45.54 83.02 58.82 83.60 84.86 84.23
Ours S&N 66.39 88.28 75.79 79.05 85.57 82.18 39.64 88.95 54.84 84.95 88.60 86.74
S&N Ours 89.27 80.06 84.41 80.70 85.19 82.88 88.12 71.21 78.77 92.13 85.91 88.91
Ours Ours 92.23 89.52 90.85 89.02 88.52 88.76 89.13 88.13 88.63 95.50 90.83 93.10

Table 4: Baseline model comparison of S&N (2016)’s and our annotation performance. The bold scores show the
best score for both models when tested on our test set, and the underlined scores present the best score when tested
on S&N (2016)’s test set.

Models Features Overall Scores F1 Scores for Each Tag
P R F LOC ORG PER

BiLSTM-CRF

FastText (baseline) 92.23 89.52 90.85±0.08 88.76 88.63 93.10
mBERT 90.11 89.80 89.95±0.05 87.30 86.54 93.20
XLM-R 91.12 94.05 92.56±0.54 89.01 88.95 96.25
IndoBERT 94.93 94.87 94.90±0.31 89.84 92.99 97.49

Fine-tune mBERT – 89.54 92.33 90.91±0.51 86.73 87.78 94.11
Fine-tune XLM-R – 91.60 94.76 93.15±0.23 85.59 90.46 97.41
Fine-tune IndoBERT – 91.66 94.64 93.13±0.31 83.84 91.81 96.83

Table 5: BiLSTM-CRF model performance for contextual embedding experiment.

embeddings as the input representation, namely
FastText (Grave et al., 2018), mBERT (Devlin et al.,
2019) 7, XLM-R (Conneau et al., 2020), and In-
doBERT (Wilie et al., 2020); these are shown in
Table 5. The parameter settings were as follows: a
learning rate of 0.1, a dropout of 0.5, a mini-batch
size of 32, a maximum of 200 epochs, one BiL-
STM hidden layer, and 256 BiLSTM hidden units.
The implementation used an early stopping method,
where the model would stop training when the loss
score did not improve in a sequence of five epochs.

Second, we fine-tuned all of the BERT models
for the NER task. The output layer used for fine-
tuning the BERT models was the standard softmax
layer. For the fine-tuning settings, we set the batch
size to 32, the number of epochs to five, and the
learning rate to [3e-5, 5e-5, 7e-5] respectively.

5 Results

Annotation performance. Table 4 presents a
comparison of the annotation performance between
S&N (2016) and our annotation. We conducted a
cross test for each model on both annotations’ test
sets with the aim of observing both models’ perfor-
mance and comparing them on an equal footing by
testing them on the same annotations. For the S&N

7https://huggingface.co/transformers/
pretrained_models.html

(2016), our baseline model provided an F1 score
of 76.11. Our annotation obtained a higher score,
84.41. Particularly in the organization tag, the score
jumped relatively high by almost 20 points.

The phenomenon whereby many organization
tokens were not tagged accounted for a sharp de-
crease in the F1 score of the ORG tag in the S&N
(2016) dataset (ORG: 54.84, LOC: 82.18 and PER:
86.74). Using our test data, we obtained a very high
overall score with more consistent performance of
the organization tag, as indicated by all three tags
sharing relatively similar scores.

Multilingual vs. monolingual pre-trained mod-
els. Table 5 presents the results using pre-trained
BERT models for our Indonesian NER task. The
best result was obtained from the feature-based ap-
proach with the IndoBERT pre-trained model as the
input representation for the BiLSTM-CRF architec-
ture. Fine-tuning those models resulted in scores
slightly under those of the feature-based approach.
Regarding multilingual model performance, the
XLM-R outperformed the mBERT model owing to
its more extensive unsupervised multilingual data
when pre-trained (Conneau et al., 2020).

The monolingual model performed better than
the multilingual model when used as the feature
representation for BiLSTM-CRF; the multilingual
models are better when fine-tuned. Wilie et al.

https://huggingface.co/transformers/pretrained_models.html
https://huggingface.co/transformers/pretrained_models.html
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Sentence 1 Joko Widodo met Gerindra’s Chairman Prabowo Subianto
Indonesian Joko Widodo bertemu Ketua Umum Gerindra Prabowo Subianto
English translation Joko Widodo met chairman general Gerindra Prabowo Subianto
S&N (2016) annotation B-PER I-PER O B-PER I-PER I-PER I-PER I-PER
S&N (2016) FastText B-PER I-PER O O O O B-PER I-PER
Our annotation B-PER I-PER O O O B-ORG B-PER I-PER
Our FastText B-PER I-PER O O O B-ORG B-PER I-PER

Sentence 2 Required by the Ministry of Law and Human Rights
Indonesian disyaratkan oleh Kementerian Hukum dan Hak Asasi Manusia
English translation required by ministry law and right basic human
S&N (2016) annotation O O O O O O O O
S&N (2016) FastText O O B-ORG I-ORG I-ORG I-ORG I-ORG I-ORG
Our annotation O O B-ORG I-ORG I-ORG I-ORG I-ORG I-ORG
Our FastText O O B-ORG I-ORG I-ORG I-ORG I-ORG I-ORG

Table 6: Examples of errors in prediction comparing S&N (2016) and our annotation when trained using the
baseline BiLSTM-CRF model. Red indicates incorrect tokens and blue indicates the correct ones.

(2020) stated that the XLM-R model might achieve
a better result on the NER task as entity names usu-
ally come from English or other languages. How-
ever, most of our dataset’s entity names are in In-
donesian, and hence, the IndoBERT pre-trained
model supports this condition better. Addition-
ally, mBERT and XLM-R use WordPiece (Wu
et al., 2016) and SentencePiece (Kudo, 2018) to-
kenization respectively, whereby longer tokens
are split into more common tokens. Multilingual
models contain many languages in their vocab-
ularies. When the pre-trained model is frozen
for feature representation use, it is possible that
some Indonesian sub-words are biased because
they share representations with other language’s
sub-words. The IndoBERT was trained on the
Indo4B dataset, which also contains Indonesian
news corpora (Wilie et al., 2020). We hypothesize
that the BiLSTM-CRF architecture fits better with
our sequence classification task, supported by the
rich Indonesian vocabularies covered by IndoBERT
and the domain similarity between the Indo4B
and our dataset. This is reflected by the very high
organization scores obtained from IndoBERT mod-
els in both approaches.

6 Discussion

Table 6 presents some examples of errors by the
model trained on S&N (2016) and on our anno-
tation. In Sentence 1, the words “Ketua Umum
Gerindra” were tagged as part of a person’s name,
although they are not. The S&N (2016) model iden-
tified “Prabowo Subianto” correctly as a person’s
name but did not tag “Gerindra” as an organization
name. Meanwhile, our model correctly tagged “Ke-

tua Umum” as not being any entity and “Gerindra”
as an organization. In Sentence 2, the S&N (2016)
annotation did not tag any of the words. How-
ever, the baseline model trained on S&N (2016)
and on our annotation recognized the tokens as an
organization name in all cases. These examples
demonstrate that errors in an annotation could af-
fect the prediction performance and decrease the
model’s score.

7 Conclusions and Future Work

We re-annotated the human-annotated Indonesian
NER dataset to produce a more consistent annota-
tion in the Indonesian NER task. This re-annotation
obtained an F1 score of 90.85 when using the base-
line BiLSTM-CRF model was used with FastText.
Our implementation also demonstrated that the use
of pre-trained transformer-based language models,
both the multilingual and the monolingual mod-
els, yielded better prediction results. Although
the performance of Indonesian NER using either
BiLSTM-CRF or fine-tuning depends on the pre-
trained language model, we found that IndoBERT
works best when using BiLSTM-CRF architecture,
compared to the fine-tuning approach.

In the future, we plan to address word ambiguity
in Indonesian by creating a gazetteer to add more
supervision and perform distant supervised learn-
ing to aid the model in differentiating a word to
be classified as each entity as in Nooralahzadeh
et al. (2019). Also, we would like to work on other
techniques such as transferring knowledge using a
teacher-student learning from a high resource lan-
guage such as English to a low-resource, such as
Indonesian (Wu et al., 2020; Sun et al., 2019).
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