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Abstract

The paper presents the latest release of
the Polish WordNet, namely plWord-
Net 4.1. The most significant develop-
ments since 3.0 version include new re-
lations for nouns and verbs, mapping
semantic role-relations from the va-
lency lexicon Walenty onto the plWord-
Net structure and sense-level interlin-
gual mapping. Several statistics are
presented in order to illustrate the de-
velopment and contemporary state of
the wordnet.

1 Introduction

plWordNet (Pol. Słowosieć) is a very large
wordnet of Polish, mapped to Princeton Word-
Net of English (Miller et al., 1990) and en-
riched with other links and annotations. Its de-
velopment started back in 2005, and has been
continued since then. In 2016, its complex,
mature 3.0 version was presented in (Maziarz
et al., 2016). It achieved very large size and
coverage of words in Polish corpora. Thus, in
our work we focused on increasing the density
of the network of wordnet relations, revising
the structure wherever necessary and adding
new relations in order to improve the descrip-
tion of the lexical system of Polish and to meet
the requirements of plWordNet’s applications.

The goal of this paper is to present the latest
4.1 release of plWordNet, the result of a lin-
guistically motivated expansion of 3.0 version.
We will discuss new synset relations for nouns
and verbs, as well as a new relation for lexical
units, namely the semantic Collocation rela-
tion meant to facilitate the use of plWordNet
in Word Sense Disambiguation. A new system
of verb classes will be briefly recalled with the
focus on its implementation in 4.1. We will also

discuss the process of systematic assignment of
aspect values, such as perfect, imperfect, and
bi-aspectual, to every verbal lexical unit.

Alongside the development of plWordNet,
works on its mapping to Princeton WordNet
are carried out. The latest version includes the
complete mapping of Polish and English noun
synsets, the extended mapping of adjective and
adverb synsets and the substantial mapping of
verb synsets. Moreover, we have started the
development of a system of equivalence rela-
tions for noun lexical units. Finally, we will
present the results of mapping plWordNet lex-
ical units onto the entries of the Polish valency
lexicon Walenty and their partial manual ver-
ification.

2 Linguistic Motivation

Since its origin, plWordNet has been built
around the idea of making lexical units1

(henceforth, LUs) its basic building blocks,
using linguistic lexico-semantic relations, and
making the wordnet a faithful description of
the Polish lexical system, see (Piasecki et al.,
2009). This led to a corpus-based wordnet
development process (Maziarz et al., 2016),
synset composition based on sharing constitu-
tive relations and features, and wordnet model
based on the Minimum Commitment Princi-
ple, see (Maziarz et al., 2013b).

In plWordNet, the description of lexi-
cal meanings is primarily based on lexico-
semantic relations directly originating from
lexico-semantic relations known from lexicog-
raphy. As synset relations are abbreviations
for the fact of sharing relation between LUs
– synset components – synset relation do not
differ in their character from relations linking
LUs. Glosses and usage examples are treated

1 A lexical unit is technically defined as a triple:
lemma, Part of Speech and sense identifier.
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as secondary means of description. Defini-
tions of particular relations directly refer to
language data via substitution tests that are
then used in the wordnet development.

In plWordNet 3.0 (Maziarz et al., 2016) LUs
located in the lower parts of the hypernymy
hierarchy were often described by only a few
relation links, if not just one. Thus, their
meaning descriptions were limited, especially
those described by single hyponymy links con-
necting to the same hypernym. There was no
meaning distinction between such LUs. Di-
versity and density of relation links is cru-
cial for many applications of a wordnet, e.g.
comparison of meanings, analysis of selectional
preferences (McCarthy and Carroll, 2003, Ha-
jnicz et al., 2016), Word Sense Disambiguation
(Agirre and Rigau, 1996, Kędzia et al., 2015),
texts semantic indexing (Scott and Matwin,
1998), query expansion in Information Re-
trieval (Voorhees, 1998, Varelas et al., 2005),
or construction of topic descriptors for media
monitoring (Johansson et al., 2012).

Taking the above into account, we have pro-
posed an expansion of the plWordNet model
by several new relations, described in the next
section. In sum, we will have 33 types of synset
relations (52 when counting subtypes) and 20
types of LU relations, i.e. not shared among
LUs (56 including subtypes).

2.1 Nouns

The system of noun relations in plWordNet 4.1
is based on that of 3.0 release (Maziarz et al.,
2011). It has recently been expanded with
several new synset relations discovered when
analysing instances of the fuzzynymy rela-
tion. During the many years of plWordNet
development, fuzzynymy was used as a kind
of notebook to record semantic associations
that seemed prominent, but irregular from the
point of view of the wordnet relation system.
Still, not all fuzzynymy relations were renamed
into other relations.

Definitional feature is a relation inform-
ing about an entity’s intrinsic property which
defines its membership to a given class of
things or people e.g. {rudzielec 1, marchewka
3, wiewióra 1} ‘≈redhead’ →{ rudy} ‘red’,
{upał 1, skwar 1, żar 1, spiekota 1, spieka
1} ‘≈heat’→{upalnie 1, skwarno 1, skwarnie

1} ‘hot’, {abrakadabra 1, metafizyka 3, czarna
magia 1} ‘double Dutch’ →{niezrozumiały 1}
‘unclear’. It is a relation between a noun synset
and another noun synset or an adjective or ad-
verb synset. This property rarely co-occurs
with a given noun in the corpus, but it often
appears in its lexical paraphrase.
Area of interest is a noun-noun relation

that informs about an object or issue that
is lexically constituted as a typical focus for
this discipline or area, e.g. {kardiologia 2}
‘cardiology’→{układ krwionośny 1, krwiobieg
1, krwioobieg 1} ‘circulatory system’.
Origin is a relation linking a noun with a

qualitative adjective derived from a noun de-
noting the country or culture of origin of the
entity denoted by this noun e.g. {zabaglione 1,
zabajone 1, zabaione 1} ‘sabayon’→{włoski 3,
italiański 3, italski 3} ‘Italian’, or, when there
is no such adjective, with a noun denoting the
origin of a given entity. It can be paraphrased
as ‘something that comes from a country or
culture’.
Parameter is a noun-noun relation defined

especially for the description of specialist vo-
cabulary and represents a physical, measur-
able parameter characterising some phenom-
ena, e.g. {żyzność 1, urodzajność 1, żyzność
gleby 1, plenność 1} ‘soil fertility’→{gleba 1,
grunt 3, podłoże 2} ‘ground’. Specialist vo-
cabulary LUs are almost always found in the
lower part of the hypernymy hierarchy and are
described by few relations besides hyponymy.

Following our earlier positive experience in
using a derivationally motivated Role of a hid-
den predicate relation linking noun LUs since
plWordNet 2.0 (Maziarz et al., 2011), we pro-
pose to expand this relation to relations be-
tween synsets in which the semantic opposition
is similar, but the linked synset elements are
usually not derivationally associated.
Subject of hidden predicate is a relation

between two noun synsets such that the first is
a semantic subject of an implicit action inten-
tionally and intrinsically related to an object
represented by the second, e.g. {pulmonolog 1,
pneumonolog 2} ‘pulmonologist’→{układ odd-
echowy} ‘respiratory system’.
Product|result of hidden predicate, in

a similar way, associates two noun synsets such
that the first represents a product or result of



an implicit action or process done on an ob-
ject or substance represented by the second,
e.g. {piwo 1, złoty trunek 1, złocisty trunek 1}
‘beer’→{brzeczka piwna 1} ‘beer wort’.
Place of hidden predicate links two noun

synsets where the first represents a place
which is an obligatory, lexically constituted
element of an action or process represented
by an implicit predicate which is intrinsically
related to the entity expressed by the sec-
ond synset, e.g. {klinika odwykowa} ‘rehab
clinic’→{nałogowiec 1, uzależniony 1} ‘ad-
dict’.

Although synset relations based on the hid-
den predicate scheme are mostly used for the
description of specialist vocabulary, they are
quite frequent, i.e. a couple of hundred in-
stances on average, see Sec. 3.

2.2 Collocation

A large wordnet can be successfully used as a
knowledge base for Word Sense Disambigua-
tion, but the quality of the resulting system
depends a lot on the richness of a network of
connections between words from texts via their
senses, especially between senses that are likely
to co-occur in similar contexts (Leacock et al.,
1998). Unfortunately, the coverage of such as-
sociations is limited by typical wordnet rela-
tions.

Following the above observation, we intro-
duce a collocation relation for LUs that links
lexical meanings, not words. In contrast to
the definitional feature relation, which is based
on a semantically motivated, paradigmatic fea-
ture, collocation follows the corpus supported
language data and indicates frequent meaning
co-occurrences. It can link two LUs of any of
part of speech, if they co-occur often enough
in corpora. So far we have added 16 979 in-
stances of the collocation relation for all parts
of speech to plWordNet (most of them for
nouns: 7 838 instances).
Collocation relation was also used for prim-

ing selected meanings for words, as a kind
of micro-glosses during psychological experi-
ments on collecting emotive evaluations per
LUs. For a selected subset of polysemous lem-
mas, we first drew one LU per lemma as sub-
jects of the experiment. Next, for each se-
lected LU we tried to choose among its possi-
ble frequent co-occurrences in such a way that

the chosen collocation distinguish the given
LU (word meaning) from all the other pos-
sible ones for a given lemma. Later, during
the experiment, a lemma – representing an in-
tended LU – was presented alongside the collo-
cation to the informants, who were next inter-
viewed about their reactions to several emotive
aspects of the LU meaning. Collocation as de-
fined and used by us has a pragmatic applica-
tion: it links meanings, not words, according
to their co-occurrence in corpora, while typical
statistical analysis of corpora yields only word-
form associations. We therefore regard this re-
lation useful for word sense disambiguation. So
far, the collocation relation, as it is proposed,
has only a utilitarian character. However, we
plan further research in this field.

2.3 Adjectives and Adverbs

The description of adjectives in plWord-
Net 3.0 was based on several synset rela-
tions, including inter-register synonymy, hy-
pernymy/hyponymy, gradation, modifier, and
value (of the attribute) (Maziarz et al.,
2012). The synset relations were comple-
mented by a set of LU relations, e.g. predis-
position (with 4 subtypes), role Adj-V (7 sub-
types), antonymy (complementary and grad-
able), cross-categorial synonymy to nouns (2
subtypes), characteristic, markedness, role:
material or state|feature (derivationally moti-
vated). We found this whole system of rela-
tions working well, so except for definitional
feature proposed in Sec. 2.1 and collocation
described in Sec. 3, we do not propose any
changes to it. Instead, the coverage of several
adjective relations was expanded.

Adverbs are treated similarly to adjectives
in plWordNet 4.1. Their model in 3.0 ver-
sion encompassed a set of synset relations al-
most identical to adjective relations – with the
exclusion of modifier – and a set of LU re-
lations including: antonymy (complementary
and gradable), and cross-categorial synonymy
to adjectives. Similarly to the adjective rela-
tions, we keep the adverb relations unchanged.

2.4 Verbs

Verbs in plWordNet 3.0 were organised in
a sophisticated system of hierarchical seman-
tic classes that influenced or even determined
the verb relation structure. The classifica-



tion encompassed 9 main classes and 4 aux-
iliary subclasses and was based on the pro-
posal of (Laskowski, 1998), which has never
been verified on large language data. This sys-
tem made plWordNet 3.0 difficult to edit and
led to criticism of the excessive proliferation of
verb senses (Dziob and Piasecki, 2018b).

Dziob and Piasecki (2018a) proposed a much
simpler verb classification for plWordNet con-
sisting of just two main semantic verb classes,
namely static and dynamic verbs. Only this
division is reflected in definitions of several se-
lected verb relations. In addition, for dynamic
verbs five subclasses were proposed, namely:
distributive, accumulative, perdurative, delimi-
tative and action verbs, but without the oblig-
atory influence on their relations. The decision
about the verb class membership of a given
LU is done with the help of semantic para-
phrases, which simplifies the work of lexicogra-
phers and results in a description that is more
comprehensible for users. (Dziob and Piasecki,
2018a) proposed a couple of new verb relations
and modifications to several relations which we
have adopted for plWordNet 4.1 and describe
below.

We decided to leave two main subtypes of
the aspectuality relation: pure and secondary,
which express the basic semantic difference be-
tween aspectual pairs in Polish, (Dziob et al.,
2017). Yet, since aspect has become a fea-
ture assigned to the verb, we have decided
against further division of aspectuality and
other relations, based only on aspect. There-
fore, this system has become simpler. Other-
wise, we have introduced a few new types and
subtypes of verb relations: for backward rela-
tions (preceding and presupposition) subtypes
without subject identity (e.g. rozwieść się
‘to get divorced’←małżeństwo ‘marriage’) and
four new main level relations, based on syntag-
matic occurrences and also lexical definitions:
subject, object, circumstance and manner, see
(Dziob and Piasecki, 2018a). An important
change is the possibility of linking verbs with
adverbs, allowed since 3.1 version.

3 Structure

Since 3.0 version, we have expanded plWord-
Net both in terms of language material cov-
ered and the number of relation links, char-

acterised briefly in this section and shown in
Tab. 3. As main goals for the expansion to
plWordNet 4.1 we identified: the newest Polish
vocabulary (and meaning changes) in relation
to the whole lexical system of Polish and spe-
cialist terminology (including multi-word ex-
pressions) from users’ corpora. Concerning the
first goal, this is a necessary process for pre-
serving the quality of plWordNet as a compre-
hensive and up-to-date description of the Pol-
ish lexical system. Continuous development of
the coverage of a wordnet is an obligatory as-
pect for the preservation of its quality.

The presence of specialist vocabulary,
mostly terminology, in a general dictionary (a
large wordnet is often perceived as a large dic-
tionary) is disputable. However, plWordNet
is mostly used as a basic language resource in
processing, e.g. as the part of the CLARIN lan-
guage technology infrastructure, and its con-
tent should reflect to some extent the vocab-
ulary of texts being processed. As such, the
addition of specialist terminology and vocabu-
lary has been a corpus-driven effort.

The development of plWordNet follows the
corpus-based wordnet development process
proposed in Maziarz et al. (2013a). plWord-
Net Corpus v10 has been enlarged up to 4.2
billion segments in order to make it a better
basis for the acquisition of new lemmas. New
colloquial vocabulary was added from sources
such as social media, blogs, also the most re-
cent literature. Several much smaller specialist
corpora from the CLARIN-PL users were also
explored as the sources of language material.

3.1 Changes in Statistics

Since we suspected that adjective and adverb
parts were less developed, we compared their
content with the plWordNet Corpus. All miss-
ing adjectives and adverbs were added and the
meanings of many of them were verified that
resulted in expanding plWordNet by at least
2300 adjective lemmas (>8,500 adj. LUs) and
2000 adverb lemmas (>3,100 adv. LUs).

As the verb model had been changed and
we knew that the coverage for verbs was lower
than for other parts of speech, we put spe-
cial emphasis on a large scale expansion of this
sub-database and also on the verification and
correction of the existing description of many
verbs. More than 11,300 new verb LUs and



Elements Verbs Nouns Adv. Adj. All ↑
plWN 3.0 Lemmas 17 398 126 746 5 719 27 041 177 003 –
plWN 3.0 Lexical Units 31 841 167 243 10 416 45 899 255 733 –
plWN 3.0 Synsets 21 669 123 985 8 080 39 204 193 286 –
plWN 4.1 Lemmas 20 430 134 674 8 042 29 349 192 495 8.7%
plWN 4.1 Lexical Units 43 701 178 167 14 088 54 410 290 366 13.5%
plWN 4.1 Synsets 32 102 133 747 11 295 47 035 224 179 16.0%

Table 1: Basic statistics of plWordNet 4.1 (http://plwordnet.pwr.edu.pl)

2,900 new verb lemmas were added. The new
LUs were also added to lemmas already present
in the 3.0 version to complete the description of
their meanings. Manual verification and cor-
rection of LUs, synsets and relations was done
for most of the already described verbs.

Specialist vocabulary was added in response
to requirements of plWordNet applications
(esp. in CLARIN) subsuming about 4,000 spe-
cialist LUs (mostly nouns, marked by special-
ist register), including many multi-words. The
newest vocabulary acquired from plWordNet
Corpus v10 was described by more than 1,500
new LUs of all parts of speech. Changes in the
noun part are mostly the result of this process.

Tab. 3.1 presents statistics for the proposed
noun relations. Because we have started to
add new relations to the specialist vocabulary,
area and (especially) parameter are not too fre-
quent relations, but development of this vocab-
ulary is ongoing. We use specialist corpora of
CLARIN users and we integrate the vocabu-
lary derived from them by means of these rela-
tions. We expect them to be useful especially
for describing specialist vocabulary on the low-
est levels of the wordnet hierarchy – at least
this is the result of our experience up to now.

The second source of new lemmas and lexi-
cal units are users’ diachronic corpora contain-
ing old vocabulary. We include these units in
plWordNet only when we can confirm their use
in texts, for example in freely available old lit-
erature. For this reason and because of the
presence of modern vocabulary in our corpora
that we write about in Sec. 3., the quantity
of inter-register synonymy linking synsets with
LUs of divergent registers is increasing (in 4.1
version it amounts to 12 223 instances for all
parts of speech, of which most for nouns – 7
171). We expect that this process will advance.

3.2 Non-relational Elements and
Verification

In 2017 a wordnet editor system called Word-
netLoom 2.0 (Naskręt et al., 2018) was en-
riched with the ability to record comments
concerning the correctness of a given LU and
synset. Information that has been collected by
this system is one of the inputs to the plWord-
Net verification process started by us. We use
also data collected from the diagnostic tools
(Piasecki et al., 2016).

The verification of plWordNet is performed
on the two levels of LUs and synsets. Both
are described by an additional status feature
whose value is set by a lexicographer after each
operation: verified, partially processed, new,
meaning, erroneous and not processed, with
the last one as a default value. When an edi-
tor spots a problem they can describe or com-
ment on it. In this way, statistics concerning
the frequency of errors made during the ear-
lier stages of plWordNet development are col-
lected. The most frequent errors are: too small
number of meanings for a given lemma, but
also too fine-grained granulation of meanings,
and wrong stylistic register. The verification
and corrective editing that has been performed
since the publishing of the 3.0 version is fo-
cused on LUs now, as we assume that a verified
synset must include only verified LUs. A fully
correct synset must include LUs with proper
descriptions, including their relations, and the
synset must be described by proper synset re-
lations (compatible with the LUs due to the
synset definition assumed in plWordNet). So
far 7,976 have been marked by the status ver-
ified and 5,677 partially processed, i.e. verified
by a single editor and waiting for the confir-
mation by the second editor.

The description of LUs in plWordNet is sys-
tematically completed by glosses and use ex-
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Rel. of hidden pr. (general) 855
Parameter 83
Origin 1324
Area 344
Definitional feature 660

Table 2: Statistics of new relations for nouns.

amples (both added on the level of LUs, not
synsets). None of them are necessary from the
point of view of a relation-based description
of lexical meanings, but they appear helpful
for human users and are used in several ap-
plications (starting with WSD) as well as in
wordnet verification. The number of glosses
was increased since 3.0 version by 6,445 and
is 170 122, while the number of use examples
was increased by 4,763 to 78 001. We assumed
that not every LUs must be described by a use
example, the priority is given to LUs of poly-
semous lemmas. However, we aim at achiev-
ing a state in which all LUs are characterised
by stylistic registers (added to plWordNet at
a later stage of its development, as initially it
was meant to represent only general language).

Work on glosses and use examples meets the
expectations of users who want plWordNet to
be more similar to a traditional dictionary in
terms of structure, but enriched with relational
description. In addition, as already mentioned,
the non-relational elements are also useful for
natural language engineering.

3.3 Semi-automated Mapping onto
Semantic Valence Lexicon

Walenty (Przepiórkowski et al., 2014) is a large
lexico-semantic valence dictionary developed
independently of plWordNet, but with a lot
of cooperation between the two teams. This
resulted in its schema referring to plWordNet
LUs and semantic selectional preferences of-
ten annotated with plWordNet synsets (Ha-
jnicz et al., 2016). Unfortunately, the old, 2.1
version of plWordNet was used for this pur-
pose. Our goal was to automatically map the
semantic roles of Walenty onto plWordNet in
order to increase the density of its relations.

In contrast to FrameNet (Ruppenhofer
et al., 2006), automatically linked to Prince-
ton WordNet on the basis of similarity of para-
phrases of its units and Princeton WordNet
relations (Tonelli and Pighin, 2009), the link-

ing between plWordNet and Walenty was done
semi-automatically, with a lot of manual ver-
ification. First, we compared 2.1 and 3.0 ver-
sions of plWordNet and generated a list of
plWordNet synsets whose content differed be-
tween the two versions. Next, two rounds of
correction were carried out: automatic (based
on the comparison of synset content and LU
properties) and manual (for synsets which rep-
resented too big discrepancies between the two
versions). In the latter case, we corrected the
discrepancies. The differences between 2.1 and
4.0 synsets were mainly due to the introduction
of new LUs or distinguishing new synsets as
hyponyms or hypernyms of 2.1 synsets. The
final mapping included 2,480 mappings from
2.1 to 4.0 synsets, which allowed us to in-
troduce 17 new relation types to plWordNet.
These relations are the equivalents of semantic
roles described in the semantic layer of Wa-
lenty: Theme, Condition, Path, Manner, Loca-
tion, Purpose, Initiator, Recipient, Attribute,
Instrument, Stimulus, Result, Measure, Time,
Experiencer, Factor, Duration. Both plWord-
Net and Walenty are the sources that are cur-
rently manually verified and corrected with re-
spect to quality and completeness of entry de-
scription. The next stage of mapping between
the resources was adding the relations on the
basis of semantic description in Walenty and
plWordNet, but only those with the "checked"
status where there were no doubts about their
quality and completeness description. In this
way, plWordNet was enriched with 3,406 re-
lation instances between plWordNet synsets,
showing selectional preferences of units in the
semantic layer of Walenty.

4 Alignment to English

A self-contained construction of plWordNet
brought about the need of its later alignment
to Princeton WordNet. The process started
in 2012 and has been continued since then.



I-relation V N Adv Adj Total
I-relation pl en pl en pl en pl en pl en
I-synonymy 31955 1962 38699 38690 999 999 4338 4339 45991 45990
I-partial syn. 0 2 5821 5698 311 309 1493 1430 7625 7439
I-int.-reg. syn. 205 206 1847 1849 48 48 95 92 2195 2195
I-meronymy 0 1 10785 7944 0 0 0 0 10785 7945
I-hypernymy 79 3447 30736 82315 112 9897 375 44373 31302 140032
I-hyponymy 3433 79 82309 30740 9901 112 44389 374 140032 31305
I-holonymy 0 0 7945 10785 0 0 0 0 7945 10785
I-Type 0 0 7724 623 0 0 0 0 7724 623
I-Instance 0 0 623 7724 0 0 0 0 623 7724
I-allative 40 0 0 0 0 0 0 0 40 0
I-delimitive 157 0 0 0 0 0 0 0 157 0
I-excess 21 0 0 0 0 0 0 0 21 0
I-perdurative 12 0 0 0 0 0 0 0 12 0
I-anticausative 451 0 0 0 0 0 0 0 451 0
I-atenuative 102 0 0 0 0 0 0 0 102 0
I-cumulative 126 0 0 0 0 0 0 0 126 0
I-procesuality 6 0 0 0 0 0 0 0 6 0
I-completive 34 0 0 0 0 0 0 0 34 0
I-inchoative 64 0 0 0 0 0 0 0 64 0
I-distributive 313 0 0 0 0 0 0 0 313 0
I-iterative 37 0 0 0 0 0 0 0 37 0
I-terminative 6 0 0 0 0 0 0 0 6 0
I-ablative 18 0 0 0 0 0 0 0 18 0
I-causative 80 0 0 0 0 0 0 0 80 0
I-c-c-made-of 0 0 2 0 0 0 1067 0 1069 0
I-c-c-resembling 0 0 0 0 1 0 946 0 947 0
I-c-c-related-to 0 0 1 0 97 0 22697 0 22795 0
Total 7139 5697 186493 186368 11469 11365 75401 50608 280502 254038

Table 3: Interlingual relation counts

It took the form of manual mapping that is
aligning wordnet nodes (synsets) correspond-
ing in meanings and relation structures via
a rich set of interlingual relations, (Rudnicka
et al., 2012). It quickly turned out that inter-
lingual synonymy (representing Simple Equiv-
alence, cf. Vossen (2002)) is not enough to
link two independently built resources for two
quite different languages. English is an ana-
lytical Germanic language, while Polish a syn-
thetic Slavic one. Therefore, other Complex
Equivalence relations had to be resorted to. In
Tab. 3, we present the full list of interlingual
relations with their respective counts. The
most frequent one is interlingual hyponymy
and this tendency occurs across all parts of
speech. In the latest 4.1 version of plWordNet,
we have expanded the synset mapping between
plWordNet and Princeton WordNet.

Moreover, we have also developed the
methodology for a more fine-grained sense-
level mapping and applied it to a substantial
sample of noun lexical units. The methodology
is based on a manual verification of the values
of equivalence features. These include formal

features such as number, countability and gen-
der; semantic-pragmatic features such as sense,
lexicalisation of concepts, register, collocations
and co-text; and translational features such
dictionary listing, dictionary equivalent posi-
tion, and translation probability. The features
are used to define three types of equivalence
links: strong, regular and weak.

5 Applications

plWordNet is available on open licence and
has been downloaded by more than 1,100
registered users (both individual and institu-
tional). It has also had a quite large num-
ber of non-registered users and tens of thou-
sands of users of the on-line browser2. On
the basis of citations, questionnaires of the
registered users, and direct co-operation with
users within CLARIN, we can attempt an
overview of plWordNet 4.1 applications. First,
it was applied in linguistics for an analysis
of lexico-semantic fields (Stanulewicz, 2010),
analysis of word-forming nests (Lango et al.,
2018), derivational processes (Kyjánek, 2018),

2 http://plwordnet.pwr.edu.pl
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identification of semantic classes (Lis, 2012),
study on multi-word expressions (support for
their extraction, recognition, classification)
(Mykowiecka and Marciniak, 2012), and mea-
suring semantic similarity of words (on the
basis of their relation structure) (Siemiński,
2012). It found several applications in bilin-
gual lexicography, e.g. in the study on par-
tial equivalences in bilingual dictionaries (Liu,
2018), building a multilingual dictionary of the
Yiddish language, as well as development of
several bilingual and multilingual dictionar-
ies (Sosnowski and Koseska-Toszewa, 2015).
plWordNet was used in applied linguistics, e.g.
in studies on the second language learning
(Madej and Kiermasz, 2015), clinical research
in the lexical system and its disfunction of pa-
tients suffering from dementia and Alzheimer
disease. It was also utilised in Social Sciences,
including an analysis of the language in Polish
social media (digital trace, speaker intention,
content of blog posts) (Haniewicz et al., 2014,
Wawer and Sarzyńska, 2018), analysis of per-
sonal self-descriptions (structure and content),
and analysis of commercials in media Iwińska-
Knop and Krystyańczuk (2016). plWordNet
was used to construct new resources, e.g. the
system of Polish National Library descriptors
was mapped on it, and KPWr Corpus (Broda
et al., 2012), Składnica Corpus (Woliński et al.,
2011) were annotated by the selected LUs.
The most numerous group are applications
in Natural Language Engineering, e.g. evalu-
ation of word embedding models on the ba-
sis of synonymy tests automatically generated
from plWordNet (Piasecki et al., 2018), named
entity recognition, text mining and seman-
tic search (Maciołek and Dobrowolski, 2013),
text classification and text relation recogni-
tion (Brzeski and Boiński, 2014), semantic in-
dexing of text (Karwowski et al., 2018), as-
signment of descriptive keywords to text docu-
ments (as knowledge basis and keyword reposi-
tory) (Kaleta, 2014), automated structuring of
text data (Maciołek and Dobrowolski, 2010),
text interpretation in chat bots, text semantic
similarity calculation (Siemiński, 2012), anti-
plagiarism systems (Szmit, 2017), generation
of semantically related families/sets of words
for Information Retrieval and Internet moni-
toring and text normalisation, e.g. in the legal

domain (Pełech-Pilichowski et al., 2014). As
plWordNet is expanded with emotive annota-
tion, cf (Zaśko-Zielińska et al., 2015), it has
been applied several times in sentiment analy-
sis and development of sentiment lexicons (Ry-
biński, 2017). Finally, it was used in Jasnopis
system for the analysis of text difficulty to ex-
tract synonyms and hypernyms of words clas-
sified as too difficult for the intended text dif-
ficulty level (Dębowski et al., 2015).

6 Further Works

Is it ever possible to complete a wordnet?
plWordNet 4.1 size and coverage, as well as its
growth since 3.0 version may suggest that it is.
However, this is misleading. In the case of a
very large wordnet, the focus shifts from mere
growth to the improvement of the amount and
quality of information expressed for different
lexical meanings. We plan to continue the
work on increasing the density of relations (es-
pecially for LUs described so far by a few, if
not single links), continuous maintenance of
the wordnet quality by encompassing new lem-
mas and LUs in a corpus-based way. Instead
of incorporating more and more specialist vo-
cabulary, we plan to develop a system of cross-
resource mappings envisaged in (Maziarz and
Piasecki, 2018) in order to build a system of
terminological, ontological and knowledge re-
sources around plWordNet and make it an in-
terface between them and the natural language
lexicon. In addition, we also plan to further ex-
pand the relation structure towards better sup-
port for Word Sense Disambiguation. More-
over, we are going to continue the works on
sense-level mappings. While proceeding with
manual mapping, we are also going to develop
a semi-automatic prompt system.
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