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Abstract

In the paper, we study the case of building
a keywords database related to the Polish
Classification of Activities (PKD 2007).
The database enables automatic classifi-
cation of the companies to the industry
branches. The classification is performed
based on the company’s activity descrip-
tion. We present the initial design of the
keywords database and the ways in which
wordnets were used to enrich it. Finally,
we present the preliminary statistical eval-
uation of the produced resource.

1 Introduction

The Polish Classification of Activities (PKD
2007) (Council of Ministers, 2007), based on
the European Classification of Economic Activi-
ties (NACE) (EUROSTAT European Commission,
2006), defines a hierarchical structure of indus-
try branches and activities conducted by Polish
companies. It is divided into five levels com-
prising sections (industries), divisions, groups,
classes, and subclasses. There are 21 sections,
88 divisions and 654 subclasses, denoted by sym-
bols consisting of letters (sections), numbers (divi-
sions, groups, classes) or letters and numbers (sub-
classes).

The Polish Classification of Activities serves as
a guideline for governmental institutions such as
the Central Statistical Office of Poland. It acts
as a source of information for services such as
wskaznikibranzowe.pl1, which publishes the quar-
terly and yearly financial ratios for the respec-
tive industry branches distinguished in PKD 2007.
Furthermore, it can be used as a text corpus for dif-
ferent natural language processing tasks. In this
paper, we follow the latter possibility. In par-
ticular, we use the descriptions of sections, divi-

1Available at https://wskaznikibranzowe.pl.

sions, and subclasses to build a keywords database
defining each PKD 2007 section. The keywords
database is then used to classify the companies to
their industry branches, based on the company’s
activity descriptions.

Our motivations are as follows. Firstly, we want
to help company owners to better describe their
activities. Secondly, we want to provide an auto-
matic tool for classifying the company to its indus-
try. Such a tool may support search engines and
allow company managers to find their competition
easier. Finally, we would like to allow for sim-
pler integration with services such as wskazniki-
branzowe.pl, which given the company descrip-
tion, can provide the appropriate financial ratios.

The contributions of the paper are two-fold.
First, we present the designed keywords database,
which adds new value to the existing lexical and
semantic resources. Second, we discuss the ways
in which wordnet enriched the database. This
way we also evaluate the wordnet in terms of data
availability and completeness. We use plWordNet
(Maziarz et al., 2016) as the one containing more
data than the other Polish wordnet, PolNet (Vetu-
lani, 2014).

The remainder of this paper is divided into four
sections. In Section 2 we review the literature per-
taining to the applications of wordnets, e.g., for
building lexical resources. In Section 3 we de-
scribe the process of building and enriching the
keywords database. In Section 4 we present the
results of the statistical evaluation of the keywords
database, while in Section 5 we summarize the pa-
per and provide future research perspectives.

2 Related Works

Wordnets constitute lexico-semantic resources,
whose basic building blocks are usually synonym
sets (synsets) (Miller et al., 1990; Miller, 1990) or
less frequently, lexical units (Maziarz et al., 2016).
These blocks are interconnected by means of var-



ious relations, such as hypernymy, hyponymy,
meronymy, and others.

Wordnets support various natural language pro-
cessing tasks, which we divide into the following
categories:

1. Creation, extension, and enrichment of lexi-
cal and semantic resources of different types,
including e.g., other wordnets, thesauri, and
taxonomies.

2. Text processing tasks, such as word-sense
disambiguation, entity linking, senti-
ment/polarity analysis, and semantic features
mapping.

Within the first category of wordnet applica-
tions, the primary source of information is the
Princeton WordNet (Fellbaum, 1998), which was
used to construct various national wordnets. It also
plays an important role in the development of mul-
tilingual resources such as the EuroWordNet or the
MultiWordNet projects (Vossen, 1998; Magnini
et al., 1994). Furthermore, thanks to the map-
ping of Princeton WordNet to the Suggested Up-
per Merged Ontology (SUMO) (Niles and Pease,
2003) or its use in the creation of the Yago ontol-
ogy (Suchanek et al., 2007), the Princeton Word-
Net is used as a reliable link between these ontolo-
gies and other wordnets, e.g., plWordNet (Kędzia
and Piasecki, 2014). For other projects and re-
sources based on Princeton WordNet, created with
the aim of supporting research or providing enter-
tainment, the reader is referred to (Princeton Uni-
versity, 2010).

Wordnets, and in particular the Princeton Word-
Net, are often combined with other resources such
as Wikipedia or Wiktionary to produce new or
to improve existing resources. As an example of
such a resource, the semantic network BabelNet
could be mentioned (Navigli and Ponzetto, 2012).
It combines the knowledge (synsets, relations) in-
cluded in the Princeton WordNet with the data col-
lected from Wikipedia. A similar approach, but
using additional resources, was also taken when
creating the ConceptNet (Speer and Havasi, 2012).
A key feature of the ConceptNet and its relation
to Princeton WordNet is that it aligns the Prince-
ton WordNet concepts with other resources mak-
ing it a part of the Linked Data movement. The
idea of linking the Princeton WordNet within the
framework of the Linguistic Linked Open Data
cloud is also mentioned in (McCrae, 2018). The

author focuses on the interconnection between
proper nouns included in the Princeton WordNet
and Wikipedia articles.

An example of a resource that is based on the
Polish wordnets is the integrated wordnet dis-
cussed in (Krasnokucki et al., 2017). The re-
source combines the information included in Pol-
Net and plWordNet by merging the common el-
ements and extending the amount of information
available in one of the wordnets with the con-
tents of the other one and vice versa. The use of
plWordNet in relation to ontologies is also men-
tioned in (Postanogov and Jastrząb, 2017), where
it is considered as a source of reusable information
for building new ontologies.

It is worth to mention that, although usually suc-
cessful, the use of wordnets as sources of addi-
tional knowledge can also end up with a failure.
An example of such a case is reported in (Poprat et
al., 2008). The authors aimed at using the existing
software infrastructure and data formats of Prince-
ton WordNet to create the links between the word-
net and an Open Biomedical Ontology. It turned
out that neither the data format nor the software
was suitable for biomedical data representation. It
mainly suffered from the limited number of rela-
tions supported by Princeton WordNet or restric-
tions regarding the number and format of the cre-
ated concepts. Finally, the authors claimed that the
Princeton WordNet provides a limited coverage of
biomedical-specific terms. The limited coverage
of required information in wordnets was also men-
tioned in (Liebeskind et al., 2018). The authors
tried to create a thesaurus for Hebrew, based on
the Hebrew WordNet, but due to its limited cover-
age they had to supplement the process by manual
labour.

The second category of wordnet applications
mentioned before is related to the support of nat-
ural language processing tasks. One of the key
applications is the use of wordnets for opinion
mining as well as sentiment and polarity analy-
sis. Examples of semantic resources created with
this purpose in mind include the SentiWordNet
(Esuli and Sebastiani, 2006), Q-WordNet (Agerri
and Garcia-Serrano, 2010), and plWordNet emo
(Janz et al., 2017). The first two resources are
based on Princeton WordNet, while the last one
is based on plWordNet. The Princeton WordNet
was also used e.g., for word-sense disambiguation
in text clustering (Wei et al., 2015) as well as for



the document exapansion in information retrieval
systems (Agirre et al., 2010).

The use cases of Polish wordnets, and espe-
cially the plWordNet, include e.g., the analysis
of the amount of emotions-related information
covered by plWordNet, which was investiged in
(Kwiatkowski and Jastrząb, 2016a; Kwiatkowski
and Jastrząb, 2016b). As shown in (Jastrząb et al.,
2016; Jastrząb et al., 2017) wordnets can be also
used for the semantic features mapping, which in
turn can support the valence schema matching.

3 Keywords Database Design

The keywords database construction was based
on the XML version of the PKD 2007 document
(Główny Urząd Statystyczny, 2007). The key-
words database was constructed according to the
following steps:

1. Information selection and extraction,

2. Information processing,

3. Keywords extraction,

4. Keywords enrichment.

Of the above steps, the first three were performed
based on the source document only, while the last
step was performed with the use of wordnets.

The information selection and extraction step
consisted in choosing the most relevant elements
of the XML document. We decided to parse
the contents of the following XML elements (the
translations in parentheses are added for clarity,
since the original names are in Polish):

• poziom (“level”) – this is the basic element
grouping the information on various levels of
the PKD 2007 hierarchy;

• numerPoziomu (“level number”),
nazwaPoziomu (“level name”) – these
two sub-elements of the poziom element
allowed us to gain the knowledge about
document structure and also to filter out the
information we considered irrelevant. We de-
cided to use only the elements corresponding
to levels 1, 2 and 5, i.e., sections, divisions,
and subclasses;

• element (“element”) – this is the basic ele-
ment grouping the descriptions of respective
sections, divisions, and subclasses;

• nazwa (“name”), symbol (“symbol”) –
these two sub-elements of the element tag
uniquely identify the members of the PKD
2007 hierarchy and can be also used for track-
ing the relationships between the different
levels of the hierachy;

• opisObejmujeNieobejmuje (“descrip-
tion includes/excludes”) – this element is
the most crucial from the perspective of the
keywords database construction. It contains
the descriptions of the industry branches and
company activities included in or excluded
from the given level of the hierarchy.

Let us consider the following examples of the doc-
ument contents. On level 1, we can find a section
with symbol A and name Rolnictwo, leśnictwo,
łowiectwo i rybactwo (“Agriculture, forestry and
fishing”). On level 2, we can find a division
with symbol 01 and name Uprawy rolne, chów
i hodowla zwierząt, łowiectwo, włączając dzi-
ałalność usługową (“Crop and animal produc-
tion, hunting and related service activities”). Fi-
nally, on level 5, we can find a subclass with
symbol 01.41.Z and name Chów i hodowla bydła
mlecznego (“Raising of dairy cattle”). The follow-
ing excerpt of the description includes/excludes el-
ement for subclass 01.41.Z (note the HTML tags)
is an example of the source text used for the key-
words database: “<h2>01.41.Z</h2><p>Podklasa
ta obejmuje:</p><ul><li>chów i hodowlę bydła
mlecznego,</li><li>produkcję surowego mleka
krowiego lub z bawołów.</li></ul>” (“01.41.Z
This subclass includes: raising and breeding of
dairy cattle, production of raw milk from cows or
buffaloes.”) (Główny Urząd Statystyczny, 2007).

Since the keywords database aims to support
the assignment of companies to sections only, we
used the name and symbol elements to combine
the descriptions of divisions and subclasses with
the description of the section. This way we ob-
tained a more detailed description of each section,
which constituted the input for the second step of
the database construction. Note that from now on,
when we speak about section description, we con-
sider the combined descriptions mentioned above.

In the information processing step we first re-
moved from the descriptions all the elements that
were not words, such as HTML tags, punctuation
marks, and digits (we used a set of simple regular
expressions to do so). Then, based on the white



signs (spaces, tabulations, new line characters) we
divided the text into words. Next, we removed
those words that certainly could not become the
keywords, such as conjuctions, pronouns, and
prepositions. We did it semi-automatically, by re-
moving words of length not greater than three. The
process was also complemented by manual verifi-
cation of the words that remained. Considering the
excerpt presented above, the resulting set of words
would be {Podklasa, obejmuje, chów, hodowlę,
bydła, mlecznego, produkcję, surowego, mleka,
krowiego, bawołów}. The number of words was
finally reduced by creating a set of unique words
describing each section.

The keywords extraction step was initialized
with the calculation of the edit (Levenshtein) dis-
tance between the words describing each section.
The aim of this process was to merge similar
words together to further reduce their number e.g.,
the following words could be merged bawół, ba-
wołów, bawoły, bawolę. While calculating the edit
distance we temporarily ignored the Polish dia-
critics, in the sense that characters such as e.g.,
‘ł’ and ‘l’, were considered to be the same. The
reason for omitting the differences resulting from
the use of Polish diacritics was again to limit the
number of keyword candidates. Based on the ob-
tained Levenshtein distances we merged together
the words for which the distance was not greater
than three. Additionally, we performed manual
verification of the outcomes, to make sure that no
undesired merges were made. As a result, for each
section i we obtained a set of keyword candidates
Ki = {word}. For each keyword candidate k, we
calculated the following metric:

Wk =
n∑

i=1

xi (1)

where n is the number of sections and xi is a bi-
nary variable such that xi = 1, when k ∈ Ki,
and xi = 0, otherwise. Hence, for any key-
word candidate k, Wk is an integer from the in-
terval [1, n]. The initial set of keywords was es-
tablished by removing those keyword candidates
k for which Wk ≥ 2. Since the devised set of key-
words contained various forms of the same word
(resulting from flection), we have manually re-
vised all the keywords producing the set of com-
mon word forms. The final set of keywords was
constructed after repeating the calculation of the
Wk metric, denoted by W ′

k, for the set of common

word forms and rejecting the words for which the
condition W ′

k ≥ 2 was satisfied.
Given the sets of keywords, we performed the

keywords enrichment step, which involved the use
of wordnets and the APT_PL tagger (Pęzik and
Laskowski, 2017) used for obtaining lemmas of
the keywords2. In this step we decided to in-
clude synonymy, hypernymy, hyponymy, and co-
hyponymy relations to expand the sets of key-
words for each section. The reason for choosing
these relations were as follows. The synonyms
represent words which can be used interchange-
ably in the company’s descriptions, so the more
synonyms we can gather the better the classifica-
tion quality should be. Besides, the synonyms are
available straightforwardly in the wordnets, since
the basic building blocks are synsets. The hyper-
nyms allowed us to gain some knowledge on more
general terms describing the concepts represented
by keywords, while hyponyms allowed us to get
a more detailed view on them. The cohyponyms,
although usually incompatible, were chosen to en-
able a broader view on the given concept. Note
that, before introducing the words resulting from
any of the relations mentioned above, we verified
whether they will not change the value of W ′

k to
become greater than the assumed threshold value.
Words that did not satisfy this condition were re-
jected.

4 Statistical Evaluation

To assess the database quantitatively we measured
the sizes of the resource at the various design
stages. In particular, we measured the initial size
of the database, calculated at the end of informa-
tion processing step, the sizes after the applica-
tion of the Wk and W ′

k metrics in the keywords
extraction step and the final size of the database
after keywords enrichment step. The observed size
changes are reflected in Figure 1. As can be ob-
served the use of Wk and W ′

k metrics reduced the
initial database size almost three times. On the
other hand, using the wordnet we managed to in-
crease the number of keywords significantly, since
the number of unique synsets added was approx-
imately equal to 50 500, which means over three-
fold increase in the number of keywords.

The distribution of the number of keyword can-

2The tagger enabled us to improve the coverage of key-
words by plWordNet, providing the base word forms used
also in the wordnet.
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Figure 1: Changes in size of the keywords
database after the information processing (IP)
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Figure 2: Keyword candidates number distribution
in sections A–U of the PKD 2007. The circles rep-
resent the number of keyword candidates after Wk

metric application, while the ‘x’ symbols denote
the numbers after W ′

k metric was used.

didates in the different sections is shown in Fig-
ure 2. The figure presents the information on the
number of words remaining after the application
of Wk (circles) and W ′

k metrics (‘x’ symbols). It
can be observed that the sections containing the
fewest keyword candidates were D (Electricity,
gas, steam, hot water and air conditioning man-
ufacturing and supply), L (Real Estate Activities),
T (Households as employers; goods-and-services-
producing activities of households for own use),
and U (Extraterritorial organisations and bodies).
On the other hand, the section described by the
largest number of keywords was section C (Man-
ufacturing), which had over 3000 keyword candi-
dates.

We also collected the information on the con-
tribution of plWordNet towards the extension of

the keywords database (Table 1). From the table it
follows that the hyponymy and cohyponymy (Hyp
and CoHyp columns) relations brought the largest
number of keywords. Let us also note that the val-
ues presented in Table 1 are actually synsets, so
the real number of words added to the database is
even larger. The value given in the last column
(Total) denotes the total number of unique synsets
resulting from all four relations considered.

Syn Hpr Hyp CoHyp Total
A 1187 1907 47 586 16 290 59 279
B 500 967 6131 7783 14 342
C 6695 5416 93 660 39 587 111 731
D 93 295 2683 1756 4595
E 369 840 7582 6874 14711
F 429 831 5854 5921 12 256
G 750 1404 11 674 10 542 22 533
H 472 945 6020 6845 13 364
I 321 680 5296 3929 9720
J 655 1061 59 855 7852 65 784
K 429 871 6815 5322 12 409
L 90 232 633 1623 2553
M 867 1418 47 887 10 784 55 646
N 785 1279 29 135 10 757 38 092
O 420 825 21 760 5529 26 926
P 603 1239 8844 7270 16 621
Q 382 811 5206 7033 12 929
R 478 1042 4078 6590 11 442
S 633 1181 51 828 8763 57 668
T 67 245 1169 886 2287
U 51 156 1184 1525 2825

Table 1: The number of synsets contributed by the
synonymy (Syn), hypernymy (Hpr), hyponymy
(Hyp), and cohyponymy (CoHyp) relations, and
the total number of synsets added to the keywords
database

We have observed that around 95% of initial
keywords were found in plWordNet, which is a
very good result. To further compare the respec-
tive sections, we have analyzed the keywords cov-
erage percentage shown in Fig. 3. We noted that
sections I , M and S were covered to the least ex-
tent. In case of sections I and S the missed key-
words were usually quite specific, e.g., they were
different hotel types (section I) or abbreviations
(section S). In case of section M we noted the
problems with the coverage of biomedical terms
(see also (Poprat et al., 2008)). On the other end
we observed the full coverage of sections T and
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Figure 3: Keywords coverage in plWordNet (ex-
pressed as a percentage of the initial number of
keywords)

U , which had relatively small number of not-so-
specific keywords.

5 Summary

In the paper, we discussed the creation of a new
resource related to the Polish Classification of Ac-
tivities. The designed keywords database has been
constructed on the basis of the official documen-
tation related to the PKD 2007 hierarchy. The
database was enriched with the use of plWord-
Net, the largest Polish wordnet. We used the syn-
onymy, hypernymy, hyponymy and cohyponymy
relations available in the wordnet. The results of
our preliminary evaluation show that plWordNet
can be a good source of information related to the
activities of Polish companies.

In the future we plan to use the keywords
database for the classification of companies to the
respective industries given by PKD sections. We
want to perform an analysis of multi-word expres-
sions and a word-sense disambiguation step to in-
clude only the most relevant terms. Note however,
that with the current design the database serves its
purpose, because the not-related meanings will not
appear in the company’s description.
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