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Abstract

In the Skype Translator project, we set ourseliesaimbitious goal of enabling successful open-domai
conversations between Skype users in differenspsrthe world, speaking different languages. Build
ing such technology is more than just stitchingetbgr the component parts; it also requires work-in
lowing the parts to talk with one another. In aialitto allowing speech communication between users
who speak different languages, these technolodgesegmable Skype communication with another class
of users: those who have deafness or hard of lgpaticcommodating these additional users required
design changes that benefited all users of Skypaslator. The promise of Skype Translator is ndy on
the breaking down of the language barrier, its®dbr breaking down of the hearing barrier.

1 Introduction

In 1966, Star Trek introduced us to the notionhaf Universal Translator. Such a device al-
lowed Captain Kirk and his crew to communicate vétien species, such as the Gorn, who
did not speak their language, or even converse spéties who did not speak at all (e.g., the
Companion from the episodéetamorphosis In 1979, Douglas Adams introduced us to the
“Babelfish” in the Hitchhiker’'s Guide to the Galaxwhich, when inserted into the ear, al-
lowed the main character to do essentially the stnmg: communicate with alien species
who spoke different languages. Although flawlesswcwnication using speech and transla-
tion technology is beyond the current state ofatte major improvements in these technolo-
gies over the past decade have brought us many skeger. Skype Translator puts together
the current state of the art in these technologied,provides a speech translation service in a
Voice over Internet (VolP) service, namely SkypathABkype Translator, a Skype user who
speaks, say, English, can call a colleague ordrigho speaks, say, Spanish, and be able to
hold a bilingual conversation mediated by the ti@tos!

In the Skype Translator project, we set ourselhesambitious goal of enabling successful
open-domain conversations between Skype userdfaratit parts of the world, speaking dif-
ferent languages. As one might imagine, puttingetiogr error-prone technologies such as
speech recognition and machine translation raiseg aunique challenges. But it also offers
great promise.

The promise of the technologies is most evidenh wftildren and young adults who accept
and adapt to the error-prone technology readilyeyThnderstand that the technology is not
perfect, yet work around and within these limitaionithout hesitation. The ability to com-
municate with children their own age, irrespectidanguage, gives them access to worlds

!t is important to note that the Speech Translasienvice described here is not the first of itslkiThere have
been a number of Speech Translation projects tegpast couple of decades, e.g., VERBMOBIL (Wahlste
2000) and DARPA GALE (Olive et al 2011). See Kuratal (2014) for more background. Crucially, hoer
Skype Translator is the first of its kind integihiato a VolP service available to hundreds of ioril§ of poten-
tial consumers.
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that fascinate and intrigue them. The stunning Bamy of the questions they ask, e.g., “Do
you have phones?” or “Do you like wearing uniformsschool?”, shows how big the divide
can be (or is perceived to be), but it also shows ktrongly they wish to connect. Because
they also readily adapt the modality of the conatos, e.g., using the keyboard when speech
recognition or translation may not be working fbein, means they also readily accept the
use of the technology to break down other bariarsvell. Transcriptions of a Skype call, a
crucial cog in the process of speech translatimmeasential for those who do not hear, as are
the text translations of those transcripts. Frealying modalities and readily accepting them
offers access to those who might otherwise be Baceess. Adjusting the design of Skype
Translator to accommodate those with deafness ror dfahearing added features that bene-
fited all users. The technologies behind Skype 3ledar not only break down the language
barrier, they also break down the hearing barrier.

2 Breaking down the Language Barrier: Technologies Band Skype Translator

Underlying Skype Translator is a speech-to-spe&&@8) pipeline. The pipeline consists of
three primary components:

A. Automated Speech Recognition (ASR)
B. Machine Translation (MT) engine
C. Text to Speech (TTS)

The first, ASR, converts an input audio signal itért, essentially “transcribing” the spoken
words into written words. Each language must htssewn custom built engine, and it gener-
ally requires hundreds to thousands of hours ofdnstranscribed content in order to train a
robust ASR engine. Machine Translation (MT), theos®l component, maps words and
phrases in one language to words and phrases setmnd. Most modern MT is statistically
based (e.g., Microsoft Translator and Google Tetrdlise statistical engines), and learn from
parallel data (i.e., documents sourced in one languagéranslated into another) a probabil-
istic mapping between words and phrases in onauggyto translations and those in the oth-
er. Statistical MT is often trains over millionsydasometimes billions, of words of parallel
text. Finally, TTS maps text in a language to akepdform, and is generally trained on care-
fully recorded audio and transcripts from one reatipeaker.

Armed with these three technologies, it would seleat all you would need to do is stitch
one to the other in order to build a working S28efine: ASR outputs words in text, MT
converts text in one language to text in anothed, BT'S outputs the audio of the words in the
target language. However, it is not quite that $enphe problem starts with the users: most
language speakers assume they are talking fairgnfly when they speak, but often, what is
being said is quite different than what a persamkthis being said. Here’s an example from a
corpus of transcribed telephone conversations:3

a. Yeah, but um, but it was you know, it was, | guéssas worth it.
The user likely intended to, and probably thougktsaid the following:

b. Yeah. I guess it was worth it.

2 For a technical overview of a Speech Translatipelfie, see Kumar et al (2014).

% This example is drawn from CALLHOME, a corpus aflio and transcripts of telephone conversatiohss |
one of the most commonly used corpora used bypbech research community to train ASR engines It
available through the Linguistic Data ConsortiunD(, http://www.ldc.upenn.edu/)1. DC corpus ID #
LDC97S42))
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When translation is applied, translating the f{estcan result in “word salad”, something that
the recipient of the translation would likely natderstand. When cleaned up, however, such
as in (b), the translation may be perfectly underdable. For example, here are translations
to German for both the original (a) and the cleamgdb) version:

a. Ja, aber ahm, aber es war, weil3t du, es war, itkedes hat sich gelohnt.
b. Ja. Ich denke, es hat sich gelohnt.

But the issue is even more complicated than thatreit MT technology is based on translat-
ing grammatical, well-formed, and well-punctuatemtences. The problem is that people do
not talk in sentences, nor do they insert punatnatvhen they talk (unless for dramatic ef-

fect), nor is the output necessarily grammaticaf (@) above). As it turns out, there is a lot of
work in “repairing” ASR so that its output is madia@vorable to MT. Take, for example, the

following utterance by a Spanish speaker using 8Kyanslator. Note the varying transla-

tions depending on how the input is punctuatediggjrobably the closest to the intended
punctuation and meaning:

c. clarotambién es verdad si eso es ci€xtalso clear is true yes that is true
d. claro. también es verdad. si. eso es ciedtaf course. is also true. yes. that is true
e. claro. tambiénes verdad. si. eso es cier®.of course. also, it is true. yes. that is true.

Likewise, punctuating incorrectly can result inigasly embarrassing output, so the cost of
getting it wrong can be high:

f. tienes una hija ¢no? es muy precigsgou have a daughter right? is very beautiful
g. tienes una hija no es muy precie®ayou have a daughter is not very beautiful

So, a crucial component in an S2S pipeline is ¢ processes the output from the ASR
(what we might call “Speech Correction”). It neddsremove disfluencies of varying sorts
(e.g., ums, uhs, pauses, restarts), punctuatepioe correctly, and reformat the text so that its
form is in the more “formal” form expected by theTMngine. And, in the context of a con-
versation, it needs to do it in real-time, as thespn is speaking, all the while translating into
the target languagas the person speakh is truly a daunting task. The following diagra
shows the Skype Translator S2S pipeline, includipgech Correctioh.

Skype Transtator

™ futomatic Speech. Recognition (A5R

Speech Cornectan

bachine Trarslatian [kT)

Tes1 To Spesch (TT5)

* Notably, Kumar et al (2014), do not use “Speechr@xuion” component, what our team callsieText In-
stead, they train their MT on parallel data comnsisbf noisy transcripts mapping to clean targaglaage data.
The downside of this approach is finding paralladthat is so configured.
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In addition to correcting the output of ASR, MT dedo be trained on data that is less for-
mal and more conversational so that it expectatinage closely match what it is being out-
put by the ASR engine. Most of the parallel contéat is available and used to train MT en-
gines is far too formal for the conversational eomt Compare the following two excerpts,
one from CALLHOME, the other from transcriptionstbe European Parliament. The latter
is data that is often used to train MT engines. ¥an see how different the two types of data
are.

h. He ain't my choice. But, hey, we hated the last guy
We're going to hit it and quit it.
Boy, that story gets better every time you hear it.
| swear to God | am done with guys like that.

i. Mr President, Commissioner, Mr Sacconi, ladies gewtlemen, as the PPE-DE's
coordinator for regional policy, | want to streBattsome very important points are
made in this resolution.
| am therefore calling for integrated policies,-aticompassing policies that we
can adapt to society, which must listen to our nem@ndations and comply with
them.

In training the MT engines used by Skype Trans|atavas necessary to find or create new
sources of parallel data, specifically content thas conversational in nature. MT, however,
requires that the sources be parallel, since statisVT can only learn from the mapping of
words and phrases between languages. Precioespithllel, conversational data exists, and
that which does exist is difficult to find. Our tedad to be creative in both finding and creat-
ing parallel conversational content, which itselied on a variety of technologies.

Finally, the Speech Translation pipeline, composgkdll of these technologies, needs to
run in real-time. It is not possible to have bilirgd) conversations through a speech translator
if the translator takes minutes to do its work. The geech translator must operate in re-
al-time, translate as the person speaks, and musksa operate at scale: millions of users
use Skype.

So, in summary, although Speech Translation raieshe three technologies described
above, namely, ASR, MT and TTS, it is not enoughlindly stitch these three components
together. ASR tends to produce difficult to trateslautput since it is often conversational,
disfluent, and noisy. Likewise, MT needs to trair@dmore conversational, and less gram-
matical content in order to perform better. By addin components that more seamlessly pair
each component, and creating an infrastructure daatoperate in near real-time, which is
then integrated into an existing (or new) VolIP faich as Skype, we result in a workable
product.5

3 Breaking down the Hearing Barrier

Ted Hart, a senior developer for Microsoft Reseaiciprofoundly deaf, having lost his hear-
ing at the age of thirteen due to the mumps. Wreefirkt started working with the earliest

> Not covered here is the design of the User Interfatl) and User Experience (UX) for such a produ@ties-
tions that should be asked are: how should trapisenis and translations be displayed (e.g., in kbuar ren-
dered progressively), where should they be displdgey., as captions, or to the side in IM), win@uit should
users have to make corrections or to retry, howea@id users in avoiding unproductive “loops” imeersa-
tions when insurmountable errors are encounteted,%ee Surti (2015) for an exegesis on the Ugpeience
aspects of Speech Translation.
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versions of Skype Translator, he immediately recghthe impact the technologies could
have on his life. Ted doesn’'t make unaided photis.dde can’'t. Even the simple task of
making a phone call, say, to cancel a doctor's mpment or order a pizza, is not within his
reach without engaging a third party. With reasdpnatibust speech recognition embedded in
a phone client such as Skype, however, Ted caamabts own:he can make the calhe can
cancel the appointmerte can order that pizza.

In the fall of 2014, Ted made a call to his wife $kype. Ted was using Skype Translator,
his wife, who is hearing, was running Skype oniR&one. For Ted and his wife, this was the
first unaided call they had ever had in their 18rgeof marriage. The simplicity of what was
discussed in that first call underlies the truediés of the technology, and the joy that both
had in even being able to have the call at all:Wiait going? Are the kids joining us for din-
ner? What are we having? Please stop at the stdrpiek up some milk on the way home.”
What seems so ordinary to most of us becomes ediraoy to those who are otherwise
blocked from access.

So too in the schools. In the spring of 2015, JRagers, Chief Audiologist and Liz Hay-
den, then Teacher for the Deaf, of Seattle PulititoSls, started testing Skype Translator in
the classroom. Their configuration was fairly simmgetup a teacher workstation with a cam-
era at the front of the classroom, install Skype] mstrument the teacher with a Bluetooth
headset linked to the computer. Then setup a tabkestudent’s desk running Skype Transla-
tor, connect the two computers via a Translatekl wath off any voice recording or playback
on the tablet, and voila, you have an automatetiazapg device. The following two pictures
show a student’s tablet running Skype Translatothan classroom. The picture on the top
shows the video image of the front of the classr@om transcript of the lecture and discus-
sion. Although the transcript isn’'t perfect—there at least four errors—all the errors are
easily surmountable, and nothing in the transqoigtvents the student from understanding
what is being said. The picture on the bottom shtvesstudent at his desk, acting on the
teacher’s instructions and following along with @flhis hearing cohorts.

ey \"IV?[‘]
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Seattle Public Schools has also been testing theoluSkype Tranator in the context o
Mystery SkypeMystery Skype is iquestion answering argliessing game where kids lei
about geography and ¢ufe of other children all ovethe world.6 Mysery Skype is usuall
conducted between clasems whose students speak the same language, Englist-
speaking clagsoms call other Engli-speaking classroom#n its standard formit is also
not possible for deaf or hard of hearinds to participate.

Speech transcription and translation opens the ttbarany more connection possibilii
in Mystery Skypesince the languages being spoken are no longgstiction, nor is the al-
ity to hear.The relatively well known video of Elish-speaking children in Tacoma, Vh-
ington speaking with Spanigpeaking children in Mexico City via Skype Transtalemm-
strates the possibilities of the technolc7 Seattle Public Schools extended the Mys
Skype engagement to include deaf and of hearing kids, who talkedith theirhearing co-
horts in Beijing, China. & the pictures belo The picture on the left shows the stud in
China who arespeaking Mandarin, and the transcrip and translation of the c. The pic-
ture on the righshows one of the kids who has hard of hearing wdrtiggpated in the ca
What one of thdnard of hearinkids said says it allil was able to be with all of my frienc
and talkwith someone in China who was speaking a differedanguage than me and
could see what they were saying on the screen soodutd perfectly understand what they
were telling me.”

4 Changing the User Experience to Support those witbeafness and Hard of Hearin

Skype Translator originally was not desigrto support those with deads: and hard of hear-
ing. It was Ted Hart's epiphany that led us down thah. Crucial b someone who does r
hear are the following featur By including these features in the design, howewar,not
only benefited those with deafness and hard ofihgaoutall Skype Translator use

1. Near realime transcripts In the original implementations of Skype Translatie
transcripts were onlyisplayed in chunks, after each utterance was cdm By
“progressively rendering” the transcript, the -hearing participant can see thes-
play of the text inclose to re«time. The progressive rendering change also a
hearing participants, espelly when translation was engaged, since the trépsldt-
self was progressively render Rather than waiting for each utterance to be cot-

® For more on Mystery Skype, see the educational nasterovided here
https://education.microsoft.com/connectwithothdes/mysteryskyp?

’ https://m.youtube.com/watch?v=G87pHe6n

& Quote and images from the shoocumentanfilm Inclusive The film can be viewed hert
https://vimeo.com/138671443
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ed before a translation was provided, each paatitipan see the transcript and trans-
lation unfold in near real-time. In user studies, faund that most preferred this.

2. Support for IM-to-speech: Speech technology isassefor those who are unable to
speak or have difficulty speaking. However, if swders are able to type, enabling a
“voice” for what they type gives them the ability éngage in a call over Skype with
any device. Instant Messaging (IM)-to-speech inggkyranslator was added to allow
those with this disability to participate, whetloemot they are deaf. The IM-to-speech
change also proved useful to hearing and speakdrtgcipants, specifically those who
are either in a situation where they are not be #&blspeak (e.g., in a noisy environ-
ment where speech recognition is failing) or do want to (e.g., in an environment
where speaking may be disruptive to others, suadnaspublic bus).

3. Disabling speech recognition: For those users whosent is difficult for the ASR to
process, such as those with a strong deaf “accemt’ent speech recognition technol-
ogy is ineffective and distracting. Allowing thessers to disable speech recognition
allows them to speak freely, without being distedcby their own transcript. Yet they
still benefit from the transcript of the other user

4. Disabling text to speech: Although not as impor@stl-3, for a deaf or hard of hear-
ing user who cannot hear the voice being uttetedjrg off text-to-speech can lessen
the distraction to others (it is also unnecessarytiem). This feature also enabled a
unique feature for hearing participants who areigl@r bilingual. Rather than waiting
for the “translated voice” of the remote user tdibeshed before responding, they can
just read the translated transcript. If they mosthglerstand the other language, they
can focus on those words that they do not undetstathe source, and respond freely
in their own language in real-time (e.g., they ga&errupt and interject, as they might
do in a monolingual conversation).

By enabling these features, we created a user iexperthat was positive for those who could
not hear or had trouble hearing, and which alldwesrt to make and participate in calls over
Skype. The features aided hearing users as welltg3ts have been generally positive, both
in monolingual settings—e.g., hearing users talkivith deaf or hard of hearing counter-
parts—and bilingual settings—the same, but acrpsken languages as well, e.g., English to
and from Spanish, with deaf or hard of hearing s18&r one side or the other. Some notable
vignettes from our testing: One deaf tester washied that the person he was speaking with
kept “typing to him”. Ultimately, it was made cletlvat what he was seeing was transcripts of
the other usetalking with him; she was not typing. Another tester wapgy with the Eng-
lish transcript translations provided of the remoser who was speaking Spanish, and won-
dered how the person doing the translations caaldstate so quickly. It was explained to
him that there was no “person in the loop”. In bo#ses, the quality of the transcripts and
translations were clearly good enough that thesus@re not aware they were automated.
This then suggests sufficient quality to be useckatl-life situations.

5 Overview and Conclusion

Although we have some ways to go to achieve fudlginsless, real-time spoken translation,
we see in Skype Translator the potential for reméf open-domain, cross-lingual conversa-
tions. One can witness this in the excitement ¢hédtren experience when they are first ex-
posed to the technology and have their first tietesl call, when they first interact with chil-
dren in some other part of the world who do notagper understand their language. Seeing
them use the technology is infective, yet at thmeséime, it is also incredibly touching. Intui-
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tively and viscerally we understand that witholamaguage barrier we can step outside our-
selves, and make a connection and have a conwersaith those whose world view may at
first seem so much unlike ours, but, over time eaize is very much the same. At the same
time, we see these technologies opening doors bateemmunities that are differently en-
abled, breaking through another barrier—the heabagier—one that is also not so easily
breached. Breaking through these barriers preggatd challenges, but also promises great
hope. The goal is the same: facilitating unfettezeshmunication between our fellow human
beings.

References

Kumar, Gaurav, Matt Post, Daniel Povey and Sanfdewdanpur (2014). “Some Insights from TranslatirenC
versational Telephone Speech,” Pnoceedings of the 39th International ConferenceAmoustics, Speech
and Signal Processing (ICASSP 2Q1Hprence, Italy.

Olive, Joseph, Caitlin Christianson, and John MgCEds. (2011)Handbook of Natural Language Processing
and Machine Translation: DARPA Global Autonomousadisage ExploitationSpringer, Mar. 2011

Surti, Tanvi (2015). “User Experience in Skype Hlator,” inProceedings of MT Summit XMiami, Florida.
Wabhlster, Wolfgang (2000Yerbmobil: Foundations of speech-to-speech traimtaSpringer, Sept. 2000.

65



