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    Abstract 

The present article introduces a phrase-

alignment approach that involves the 

processing of a small bilingual corpus in 

order to extract suitable structural infor-

mation. This is used in the PRESEMT 

project, whose aim is the quick develop-

ment of phrase-based Machine Transla-

tion (MT) systems for new language 

pairs. A main bottleneck of such systems 

is the need to create compatible parsing 

schemes in the source and target lan-

guages. This bottleneck is overcome by 

combining two modules, the Phrase 

aligner module and the Phrasing model 

generator, both of them being based on 

pattern recognition principles.  

1 Introduction - Summary of the PRE-

SEMT MT approach 

A large proportion of current Machine Transla-

tion (MT) systems translate sentences by operat-

ing at a sub-sentential level. However, this ne-

cessitates either (i) the development of matched 

segmentations that give similar outputs for the 
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source and target languages (SL and TL) or (ii) 

the definition of a mapping between two given 

segmentations. Both these approaches constrain 

the MT system to language pairs for which suit-

able segmentation schemes exist, which either 

are or have been made compatible via additional 

processing. A typical example of such an ap-

proach is the METIS-II data-driven MT system 

(Markantonatou et al., 2006 and Carl et al., 

2008), where the parsing tools are used for both 

the source and the target languages and are ac-

cordingly modified. This naturally limits the MT 

system portability to new languages, due to the 

need for developing and/or modifying the appro-

priate tools for generating the segmentation 

scheme. 

The PRESEMT project investigates a novel 

paradigm, which circumvents this bottleneck, 

and supports the straightforward development of 

MT systems for new language pairs, using pat-

tern recognition principles. Relying on the use of 

a large TL monolingual corpus and a small bilin-

gual corpus, which typically comprises a few 

hundred sentences aligned at sentence level, 

PRESEMT is based on handling sub-sentential 

segments. It uses a parser only in one language 

and maps this information to the other language 

of a given language pair. In other words, given a 

parser (or more generally a phrasing model) in 

one of the two languages (either SL or TL), one 
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can generate an appropriate phrasing model in 

the other language. 

This approach supports the rapid creation of 

an MT system by using a bilingual parallel cor-

pus to learn structural correspondences between 

source and target languages. This is achieved by 

grouping together elements (tokens) in the source 

and target languages, in order to create sub-

sentential segments (phrases) which correspond 

to one another based on the structure of the paral-

lel sentence. This approach exploits pattern-

recognition-based clustering techniques. 

The PRESEMT system entails a two-phase 

translation process. With respect to resources, the 

system draws on two different sources of linguis-

tic content, these being a large TL monolingual 

corpus as well as a small parallel corpus. These 

are collected from the web, using as far as possi-

ble automated methods, to minimise the effort 

needed to create a new language pair. 

1.1 General concept 

The general architecture of the PRESEMT sys-

tem is depicted in Figure 1. In the first phase of 

the translation process the effort focuses on de-

fining the sentence structure in terms of sub-

sentential segments (phrases), which do not nec-

essarily coincide with syntactically-defined 

phrases, but are linguistically-motivated. To 

achieve this objective, only the small parallel 

corpus (containing a set numbering a few hun-

dred sentences) is processed to detect the most 

similar sentence to the given SL one, following 

the assumption of a common underlying lan-

guage structure. The corresponding structure of 

this sentence in the target language is considered 

the translation structure.  

The defined structure is then handed over to 

the second phase, where micro-structural proc-

essing, involving disambiguation of multiple 

translations and establishment of word order 

within segments, takes place. This processing is 

based on the semantic-type and statistical infor-

mation derived from the TL monolingual corpus.  

So, the PRESEMT system is based on a learn-

by-example approach encompassing pattern rec-

ognition principles. In this respect, it is closely 

related to the Example-Based Machine Transla-

tion (EBMT) family of MT systems. 

 

 

Figure 1. Architecture of the PRESEMT system 

 

2 Eliciting information from a bilingual 

corpus 

The bilingual corpus processing and the extrac-

tion of the corresponding information involves 

two stages, the Phrase aligner module (PAM), 

which performs text alignment at word and 

phrase level within a language pair, and the 

Phrasing model generator (PMG), which elic-

its a phrasing model for a given language and 

applies it to input sentences. The present section 

provides a brief account of the two modules. 

Phrase aligner module: It performs offline 

SL – TL word and phrase alignment within a 

bilingual corpus of parallel sentences. Intended 

to serve as a language-independent method for 

mapping corresponding terms within a language 

pair, it circumvents the problem of achieving 

compatibility between the outputs of different 
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parsers for a language pair, by relying on a parser 

for one language and automatically obtaining an 

appropriate phrasing model for the other. PAM 

takes into account the parsing information in one 

language (in the present implementation the TL 

one) and makes use of a bilingual lexicon. The 

output is the bilingual corpus aligned at word, 

phrase and clause level, handed over to PMG for 

further processing. 

Phrasing model generator: The Phrasing 

model generator has two modes of operation. 

First, it receives the PAM output and generates a 

probabilistic phrasing model for one side of a 

given language pair (in the present implementa-

tion the SL side). Second, this phrasing model is 

applied for segmenting SL text being input to the 

PRESEMT system for translation.  

In the former operation mode, PMG works 

offline on aligned SL-TL sentence pairs in order 

to extract the phrasing model, while in the latter 

operation mode it utilises this model online. The 

PMG-processed SL text is then forwarded to the 

PRESEMT main translation engine. 

3 Related work – Literature survey 

3.1 Initial motivation for the Phrase aligner 

module 

The Phrase aligner module was inspired by the 

work of Zakarian (2008) on generalised cluster-

ing methods. Zakarian’s work focuses on the op-

timisation of automotive production lines, by 

representing the different parts to be assembled 

in a two-dimensional matrix. The iterative ap-

proach proposed continuously improves the qual-

ity of the solution, by defining increasingly lar-

ger non-overlapping groups on rectangular two-

dimensional sub-matrices.  

To draw an analogy with Zakarian’s method, 

in the PRESEMT Phrase aligner the aim is to 

define appropriate segments in the sentence that 

can be largely translated independently, prior to 

being combined to provide the final translation 

(this is similar in concept to the recombination 

stage of EBMT systems).  

However, problems have been encountered in 

mapping Zakarian’s method to the Phrase aligner 

task, since in language the mapping of tokens is 

not necessarily one-to-one, but one SL token 

may be assigned to multiple TL tokens. In addi-

tion, it is difficult to combine multiple criteria for 

clustering sentence tokens into a single distance 

measurement for each element in the 2-D matrix. 

3.2 Studies relevant to the Phrase aligner 

module 

Several studies conceptually related to the Phrase 

aligner have been carried out in the field of lin-

guistics in the past decade, to define the optimal 

alignment for bilingual corpora, to support the 

statistical MT, by defining word phrases. A simi-

lar process to the Phrase aligner, though based on 

different principles, has been proposed for parse 

trees by Yamada and Knight (2001). 

Yarowski and Ngai (2001) proposed project-

ing linguistic annotations from a resource-rich 

language to a resource-sparse one, in the case of 

parallel corpora of sentences. These projections 

are aimed to support linguistic tasks in languages 

where the annotated material is sparse, using 

automatically word-aligned raw bilingual cor-

pora to project annotations. Yarowsky and Ngai 

(2001) have proposed the creation of an NP-

bracketer, which represents the first step towards 

the creation of a parser for resource-poor lan-

guages. Yarowsky and Ngai (2001) aimed at 

transferring shallow-processing tools such as 

noun phrase chunkers, being based on word-level 

alignment between the languages. 

The motivation of Tillmann (2003) is to de-

termine blocks of corresponding words in the 

two languages. A Viterbi-type approach is em-

ployed to determine high-precision alignments, 

which are then expanded to provide a higher re-

call by incorporating lower-precision alignments 

via dynamic-programming beam-search. 

Och and Ney (2004) define consecutive se-

quences of words that do not necessarily corre-

spond to linguistic phrases, using phrase-based 

dictionaries without linguistically-annotated cor-

pora. A two-stage process is adopted, where ini-

tially an alignment of words is performed and 

then aligned phrase pairs are extracted, employ-

ing a dynamic programming-type algorithm. 

In contrast, Simard et al. (2005) propose a 

translation method using non-contiguous phrases, 

in order to allow the coverage of additional lin-

guistic phenomena. Hwa et al. (2005) propose 

creating a parser for a new language based on a 

set of parallel sentences coupled with a parser in 

a frequently-used language, transferring deeper 

syntactic structure and introducing fix-up rules to 

improve the chunking accuracy. Based on Hwa 

et al. (2005), Ganchev et al. (2009) use parallel 

texts to train parsers for resource-poor languages, 

while investigating language-specific constraints 

for disambiguating annotation choices. 
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More recently, Jiang et al. (2009) have pro-

posed a strategy for automatically transferring 

knowledge from a source corpus treebank to a 

resource-scarce language, using a dynamic algo-

rithm. Similarly, Smith et al. (2009) study cross-

lingual parser projections and create a TL de-

pendency parser by using bilingual text, a parser, 

and automatic word alignments. The starting 

point of the PRESEMT Phrase aligner is similar, 

since a two-phase approach is used, with word 

alignment of a parallel corpus being followed by 

the segmentation of the SL text. This segmenta-

tion, though, is limited to identifying the con-

stituent phrases, without a detailed syntactic 

analysis. 

An alternative approach frequently used in 

EBMT is the Marker Hypothesis, where specific 

words are used for signalling phrase boundaries 

in both the SL and TL (see for instance Gough 

and Way, 2004). This approach however entails 

the compilation of marker word lists per lan-

guage; besides, in the PRESEMT approach the 

SL text segmentation is guided by the parsing 

scheme of the TL text. 

3.3 Studies relevant to the Phrasing model 

generator 

The second processing stage of the bilingual cor-

pus generates an SL phrasing model based on the 

phrasing examples provided by the Phrase 

aligner. The task of extrapolating language mod-

els has been widely studied, including both 

speech recognition and machine translation. Ini-

tial efforts in extrapolating language models have 

been in the area of speech recognition, where 

most frequently the underlying language model 

is extracted via the Viterbi algorithm (Bahl et al., 

1983). Theoretical aspects of the HMM-based 

modelling for speech recognition are presented 

by Rabiner (1989). 

In computational linguistics, several methods 

for extrapolating the language model from a set 

of observations have been proposed. Klein and 

Manning (2002) employ Expectation Maximisa-

tion techniques for the induction of a grammar, 

comparing alternative methods by measuring 

precision, recall and their harmonic mean. Re-

cently Conditional Random Fields (CRF) have 

been proposed for segmenting and labelling se-

quential data, based on the conditional approach 

(Lafferty et al., 2001). CRF is claimed to have a 

superior performance to both Hidden Markov 

Models and Maximum Entropy models while 

avoiding biasing solutions towards states with 

few successor states (Wallach, 2004). 

4 Phrase aligner module (PAM) 

4.1 Basic aspects 

The Phrase aligner module processes a small bi-

lingual corpus, for each sentence of which, in 

both languages, words are aligned to each other 

via the bilingual lexicon. In the present imple-

mentation, where the TL phrasing model is pro-

vided by a parser, the phrase alignment process 

relies on clustering all words in an SL sentence 

into phrases, on the condition that the given 

phrases in the two languages do not overlap. 

For instance, following the phrase alignment, 

the parallel corpus could contain an SL sentence 

structure of the type Phr.1:Phr.2:Phr.3:Phr.4 

corresponding to a translation structure of the 

type Phr.2’:Phr.3’:Phr.1’:Phr.4’. Hence, if the 

PRESEMT system is presented with an SL sen-

tence structure A:B:C:D, for which the best-

matching structure from the parallel corpus is the 

structure Phr.1:Phr.2:Phr.3:Phr.4, then the SL 

sentence should be reordered to B’:C’:A’:D’, in 

accordance to the TL equivalent structure of the 

parallel corpus. 

4.2 Design of the PAM algorithm 

The Phrase aligner relies on the following re-

sources: (1) Bilingual lexicon from SL to TL; (2) 

SL tagger-lemmatiser (the tagger may provide 

both basic PoS characterisation as well as de-

tailed grammatical features such as case, number, 

person etc.); (3) TL tagger-lemmatiser and shal-

low parser; (4) TL clause boundary detection 

tool. So, the following information is available: 

∗∗∗∗ Information on likely word and lemma cor-

respondences between source and target 
languages, extracted from the bilingual lexi-

con. This is distinguished into:  

• one-to-one correspondence (an SL word 

translates into one TL word) 

• one-to-many correspondence (an SL word 

corresponds to a TL multi-word unit) 

• many-to-one correspondence (an SL multi-

word unit corresponds to a TL single one) 

∗∗∗∗ Tag correspondence between the source and 

the target languages, and in the case of lan-

guages with rich morphology, additional in-

formation such as case or number. 

∗∗∗∗ In-sentence distance between words. 

∗∗∗∗ Decomposition of the sentence in the target 

language in sub-sentential segments based on 

the output of the parser available. 

Based on this set of inputs, PAM needs to de-

cide on the optimal segmentation of the source 
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sentence into phrases. Thus a multi-criterion-type 

comparison is involved, where the different in-

puts are accordingly prioritised and combined. 

Naturally, not all aforementioned inputs need be 

present for PAM to work, though use of all in-

puts results in a more accurate alignment. 

4.3 Implementation of the PAM algorithm 

Similarly to related approaches (cf. Och and Ney, 

2004 and Ganchev et al., 2009), PAM operates in 

two steps, where (i) words in the SL sentence are 

aligned to those of the TL sentence and after-

wards (ii) unaligned SL are grouped into phrases 

depending on agreement of grammatical features. 

 

Step 1: Word aligner 

The word aligner algorithm performs align-

ment of SL words to TL words via the bilingual 

lexicon. The algorithm allows the one-to-one 

alignment between SL words and TL ones, while 

rejecting any multiple alignments, unless the 

lexicon explicitly provides such information. 

The idea underlying this approach is that for 

every word k in SL that is potentially aligned to 

more than one word in TL, the TL word chosen 

is the one (a) that has the minimum distance from 

the single-aligned TL word and (b) for which the 

corresponding single-aligned SL word has the 

minimum distance in tokens from word k. 

In the following example pair of sentences, the 

tokens of the German article “die”, “das”, “des”, 

“der” could all be aligned with the two instances 

of “the” in the English sentence: 

German: “Die Europäische Union wurde ge-

gründet, um das politische Ziel des Friedens 

zu erreichen, doch ihre Dynamik und ihren Er-

folg stammen von ihrem Engagement in der 

Wirtschaft her.” 

English: “The European Union was created to 

achieve the political goal of peace, but its dy-

namism and success spring from its involve-

ment in economics.” 

When an SL word remains unaligned, usually 

due to limited dictionary coverage, the algorithm 

transliterates it (in case of different SL and TL 

alphabets, e.g. Greek and English) and conse-

quently attempts to match it to a highly similar 

word in the TL sentence. In this case, two words 

are considered similar when their letter-wise 

similarity, in terms of the longest common sub-

sequence ratio exceeds a threshold. 

At the end of Step 1, alignments using single-

word information are resolved. SL words that 

remain unaligned are handled at the next step. 

 

Step 2: Similarity of features 
Operating on the output of Step 1, Step 2 han-

dles the unaligned (hence not grouped into 

phrases) SL words and attempts to include them 

in phrases, by identifying those aligned SL words 

that are similar in terms of grammatical features, 

as these are reflected in the extended PoS-tags 

yielded by a tagger. Thus, for every unassigned 

SL word the algorithm calculates the similarity 

of its extended PoS tag with the extended PoS 

tags of all the already aligned SL words in the 

sentence. The extended PoS similarity for each 

word is then normalised by multiplication with a 

Gaussian function that takes as input the token-

wise distance of words on the sentence. Normali-

sation allows PAM to cluster words that match to 

an acceptable extent in terms of tag but are also 

closely situated in the sentence. The variance of 

the Gaussian is tuneable to user requirements. 

4.4 PAM experimental setup & results 

The Phrase aligner module was tested on two 

language pairs, Greek-to-English and German-to-

English. For each pair a bilingual corpus has 

been compiled manually from the web. 

∗∗∗∗ Greek ���� English corpus: Extracted from a 

multilingual website
1
, it comprises 200 sen-

tences. The SL side of the corpus has been 

tagged and lemmatised by the ILSP FBT 

Tagger & Lemmatiser (Papageorgiou et al., 

2000), while the TL side has been processed 

with the TreeTagger (Schmidt 1994), yield-

ing tag, lemma and phrase annotations. 

∗∗∗∗ German ���� English corpus: Also extracted 

from a multilingual website
2
, it comprises 

164 sentences. The SL side of the corpus has 

been tagged and lemmatised by the TreeTag-

ger and the RFTagger (Schmidt and Laws, 

2008), while the TL side has been processed 

with the TreeTagger, yielding tag, lemma 

and phrase annotations. 

These bilingual corpora have been manually 

modified so that the SL and TL sides of the cor-

pus are as “close” as possible to each other, re-

moving metaphors or elliptical constructions and 

smoothing out divergences between the two lan-

guages. Moreover, for the reported experiments, 

the corpus NLP annotations have been manually 

corrected, so as to focus on testing the PAM per-

formance on data devoid of errors. 

Experimental results: In order to evaluate 

PAM, its results of the module were compared 

                                                 
1 http://europa.eu/abc/history/index_en.htm 
2 http://europa.eu/abc/12lessons/index_en.htm 
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with a gold-standard reference set that was 

manually created. This set comprises 50 sen-

tences for the Greek-English corpus (EL-EN) 

and 30 sentences for the German-English (DE-

EN) corpus. Thus, given the phrasing in the TL, 

for each SL word PAM determined the corre-

sponding phrase label. The PAM output was then 

compared to the gold-standard segmentation. The 

degree of match is reported in Table 1. 

 

 
Baseline 

(step1) 

PAM v.1 

(steps 1&2) 

PAM v.2 

(steps 1&2) 

PAM v.3 

(steps 1&2) 

El-EN 78.0% 84.2% 90.0% 92.0% 

De-EN 68.0% 77.3% 77.3% 85.8% 

Table 1. PAM experimental results 

 

Initially, only the information provided by the 

bilingual lexicon for the word alignment was 

used, to provide a baseline. Then, the informa-

tion given by the bilingual lexicon (Step 1) was 

augmented with the similarity of PoS tags (Step 

2), resulting in an error rate reduction of ap-

proximately 25%. An error analysis of the ex-

perimental results indicated that errors were due 

to incorrect handling of categories such as proper 

names, numbers and acronyms. To eliminate 

these errors, refinements were made to Step 1, 

addressing word transliteration, identification of 

highly similar tokens and verification of multi-

aligned words. For the final PAM (v.3), the error 

rate was reduced by up to 50% over the original 

2-step PAM (v.1). 

5 Phrasing model generator (PMG) 

5.1 Basic aspects & design 

The PAM-generated phrasal segmentation of the 

SL side of the bilingual corpus is used to train a 

phrasing model. This in turn segments SL texts 

entered to the PRESEMT system for translation. 

The method for extracting the phrasing model is 

statistics-based, since substantial research has 

already been invested in creating similar models. 

5.2 PMG Implementation 

The PRESEMT system utilises the CRF model 

for phrasal segmentation in the SL. CRF’s main 

purpose is to generate consistent phrases out of 

the set of words in any input sentence. Within the 

main translation process, the phrases created by 

PMG will be used to search for appropriate trans-

lations in the corpora. One main requirement for 

this module is language-independence, allowing 

the generation of a model for any language, pro-

vided that a suitable training set is available. To 

this end, in the current implementation only the 

PoS information per word is taken into account. 

This choice was made to reduce the amount of 

training data required, given that the number of 

possible tags is much lower than the number of 

potential words/lemmas. 

5.3 PMG experimental setup & results 

Datasets: In the final PRESEMT system, the 

PMG will use as input the PAM output and spe-

cifically the phrase-aligned SL side of the paral-

lel corpus. To allow experimentation on this sec-

ond phase before the finalisation of the PAM 

module, a golden corpus of aligned parallel sen-

tences was manually segmented to give reference 

segmentations for evaluation purposes. 

To examine the successful training of PMG, 

two independently-created sets of Greek sen-

tences were used, the first one coming from the 

PRESEMT parallel bilingual corpus (Set_A), 

while the second one was obtained from news 

reports (Set_B). Both directions were used, i.e. 

PMG was trained with Set_A and then tested on 

Set_B, and vice versa. To give a representative 

result, the average of the accuracies for both di-

rections is reported. 

For the annotation of segments, a three-

column format was used for training data, where 

each token occupies one line, the first column 

containing the actual token, the second one the 

PoS tag and the third column the segment infor-

mation. The segment information is expressed as 

a single-letter label, (“B”, for the first token in 

the given segment, “I” otherwise), followed by 

the type of segment. Only the type of phrase was 

included, without a case feature (e.g. the segmen-

tation information would be of the form B-NP or 

I-NP). Tokens not belonging to a specific seg-

ment (for instance, punctuation marks) are identi-

fied by a “0” clause label.  

Experimental results: For the implementa-

tion of the experiments presented in this section 

the Java programming language was chosen as it 

provides easy integration with web technologies 

and a wide variety of open source libraries. 

Regarding the PMG algorithmic part, the 

MALLET
3
 package was chosen as it is imple-

mented in Java, which is also used for the PRE-

SEMT prototype. For parameter passing and ob-

ject injection the Spring
4
 framework was em-

ployed, which simplified the execution of series 

of experiments.  

                                                 
3 http://mallet.cs.umass.edu/ 
4 http://www.springsource.org/ 
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Different system setups were experimentally 

tested for the CRF model and the different op-

tions available within the MALLET toolkit were 

considered. Both the default CRF training 

method “CRFTrainerByLabelLikelihood” (here-

after denoted as “std.”) and the alternative 

method “CRFTrainerByL1LabelLikelihood” (de-

noted as “alt.”) were tested. Both the complete 

and reduced tagsets (denoted as “std.” and “red.” 

respectively) were considered for training.  

Another set of parameters considered relates to 

the CRF structure. The CRF order parameter sets 

the time window, on the basis of which the 

model creates connections between the training 

sequence and the observed symbols. Addition-

ally, a different feature counter functionality was 

added by creating a java class implementing the 

MALLET basic Pipe interface used for feature 

measurement. This custom implementation em-

ploys regular expressions (RegExp) to modify 

(by “find” and “replace” expressions) input se-

quences, conferring a wide range of capabilities.  

The issue of combining different input pa-

rameters such as tags and lemmas has also been 

added. This functionality represents n-gram fea-

tures by replacing each plain symbol at a given 

time with a more complex combination of “pre-

vious”, “current”, and “next seen” symbols based 

on configured time slots. For example, assuming 

the sequence “X0 X1 X2”, the default feature ap-

proach would keep the sequence as is, while the 

modified variant would create the following set 

of feature triplets for timeslot [-1,0,+1]: _ X0 X1; 

X0 X1 X2; X1 X2 _. Timeslots that refer only to 

past observations have been studied, as well as 

alternative timeslots with spans of 3 and 2. 

 
 Parameters Model order 

Feature Tags Method 
Data 

size 
0 0-1 0-1-2 

1-gram std std. 17 75.4 80.4 77.8 

1-gram red. std. 17 82.4 88.1 84.4 

1-gram red. std. 17 -- 88.3 -- 

1-gram red. alt. 34 81.3 89.0 86.0 

2-gram std std. 17 73.5 74.8 73.3 

2-gram red. std. 17 85.5 86.7 84.5 

2-gram red. std. 17 -- 86.4 -- 

2-gram red. alt. 34 89.3 90.0 88.7 

Table 2. PMG experimental accuracies (denoted 

in percentages) 

 

Finally the effect of the training data size has 

been examined, keeping the test set intact. In the 

experiments performed, various set-ups were 

compared in order to perform a comprehensive 

evaluation of the CRF accuracy. 

The experimental results are summarised in 

Table 2, where for each token, the PMG-

generated phrasing information is compared to 

the manually-created gold-standard. The phras-

ing accuracy generated by CRF is adequate for 

the task at hand, peaking at 90%, for the best 

configuration, involving the larger training set of 

34 sentences. Since a sizeable improvement in 

accuracy is obtained by increasing the training 

data size, even better performance may be 

achieved for a larger set, which is representative 

of the size of the bilingual corpus. The best re-

sults in most cases are achieved when adopting 

the model with 0-1 CRF order combined with n-

gram features of zero value, while by further in-

creasing the model order, and thus its complex-

ity, no improvements are observed. 

The reduction in terms of tag complexity also 

aids the segmentation accuracy, probably due to 

the fact that the training data is too sparse to sup-

port detailed tags. Still, the information of seg-

ment type and case of head is sufficient to pro-

vide results of a sufficient quality for the PRE-

SEMT MT system. On the contrary, the choice 

of training algorithm does not affect the results. 

6 Conclusions and Future Work 

In this article, the phrase alignment approach of 

the PRESEMT project has been presented, which 

enables the PRESEMT MT system to be readily-

extendable to new language pairs, requiring only 

widely available tools and resources.  

The phrase aligner processes a bilingual cor-

pus of parallel sentences and extracts phrasing 

models using only a TL parser, thus avoiding any 

incompatibility issues that arise when using both 

SL and TL parsers. The phrase aligner comprises 

two modules, the first one performing a cross-

language segmentation of the parallel sentences, 

the latter extracting a phrasing model for SL. 

First implementations of these two modules 

have been presented, together with experimental 

results. The resulting accuracies, compared to 

gold-standard data, indicate the methods’ effec-

tiveness in the given task. A number of exten-

sions have been identified, these including the 

use of more extensive data, the further refine-

ment of the algorithms and the integration of the 

two modules and the subsequent re-evaluation of 

the effectiveness of their combination. Of course, 

the main aim is the integration of the Phrase 

aligner module to the PRESEMT MT system in 

order to evaluate its actual effectiveness in MT 

tasks. 
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