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Abstract

In this article the principles of the METIS
Machine Translation system are pre-
sented. METIS employs an extensive
tagged and lemmatised corpus of texts in
the target language, coupled with bilin-
gual lexica covering the desired pairs of
source-target languages. To generate a
high-quality translation, the METIS sys-
tem is provided with statistical tools ena-
bling it to extract linguistic knowledge
from the annotated corpus of the target
language. The advantage of this approach
is that, although no grammars need to be
provided explicitly, grammatical transla-
tions are retrieved from the corpus by us-
ing pattern matching techniques.

1 Introduction

METIS is an innovative approach to Statistical
Machine Translation (SMT) in that it relies on

monolingual corpora only (as far as we can ascer-
tain, all known SMT systems rely on bitexts).
METIS, at the moment, has the power of a transla-
tion memory but there still remains a vast field of
research regarding the potential abilities of the sys-
tem. At the moment we experiment with general
corpora.

In Section 3 we present the system: its princi-
ples (Section 3.1), the linguistic resources required
(Section 3.2) and the algorithms (Section 3.3). In
Section 4 we present the first evaluation results.
Finally, in Section 5, we present our conclusions
and discuss future research. First, however, we
start by briefly sketching out the state of the art in
SMT (Section 2).

2 A Brief Review of the related Literature

A good percentage of the experimental and almost
all commercial Machine Translation (MT) systems
rely on linguistic techniques (for this term and
relevant review see [Dorr et al., 1999]). Linguistic-
based MT typically employs large bilingual com-
putational lexica and grammars of various designs,
posing considerable demands on the thoroughness



of the syntactic and semantic information encoded.
These resources are mostly handcrafted by special-
ized linguists. Therefore it could be claimed that
linguistic-based MT does not really rely on corpora
(however, a system of this type can be fed with
rules and lexica automatically extracted from cor-
pora). Significant linguistic-based MT systems and
projects include EUROTRA [Johnson et al., 1985],
SYSTRAN [Fourla et al., 2000], LOGOS [Scott,
1989].

In recent years, the family of corpus-based MT
systems, all of which rely on large, typically paral-
lel and aligned, corpora (or bitexts), has attracted
the attention of researchers. The aim in this case is
to make use of sentence availability in both the
source and target languages (hereafter denoted as
SL and TL respectively). Example-based MT [Na-
gao, 1984] and Statistical MT (SMT) belong to this
paradigm.

In their pioneering SMT work, Brown et al.
(1990, 1993) rely on the assumptions that (i) a
SMT can be built without recourse to any hand-
crafted (or other) linguistic resource such as bilin-
gual lexica and grammars (ii) thus, a word-to-word
model suffices provided that large, well-aligned
corpora are used to bootstrap it. Nowadays, there
exists a remarkable variety of “aligners” of bitexts
at sentence level (for a comprehensive review see
[Melamed, 2001]). Brown and his colleagues had
not proposed any decoder (a decoder takes a previ-
ously unseen SL sentence, sl, and tries to locate
the TL sentence, t1, that maximizes the probability
P(t1]s1)). Such systems may reach a translation
quality similar to existing linguistic-based com-
mercial systems. However, a considerable exper-
tise in mathematics is required for the system
design, development and fine-tuning, making these
systems inaccessible to a wider audience of scien-
tists (which probably is the main reason why SMT
systems have remained unpopular within the wider
scientific community).

Recently, modifications of the original idea by
Brown et al. (1993) have been proposed, attacking
several fronts. On the linguistic resources front, the
use of bilingual dictionaries and lists of cognates
[Al-Onaizan et al., 1999] and the exploitation of
syntactic knowledge such as treebanks [Yamada &
Knight, 2001] have been combined with the core
idea of aligned bilingual corpora, yielding promis-
ing results. Of course, the original argument has
been weakened in this way. For instance, if syntac-

tic knowledge is exploited, then the word-to-word
assumption is violated.

Another line of improvement concerns the front
of alignment and decoding. Aligned bitexts are
heavily used for bootstrapping and have been an
active research field ( [Melamed, 2001]), in an ef-
fort to improve translation quality by optimising
the alignment of bitexts. However, the fact remains
that bitexts are sparse, therefore methods are
sought that survive on small bitexts [Al-Onaizan et
al, 2000]. The introduction of decoders [Germann
et al, 2001] constitutes another line of research,
aimed to provide a higher-quality translation, while
limiting the time needed to determine this solution.
To achieve that, the A* search algorithm is used to
locate the optimal solution.

The system proposed here differs from previous
SMT work in that it relies solely on monolingual
corpora (though monolingual corpora of a target
language plus hand-crafted bilingual lexica have
been used in the past for word-sense disambigua-
tion [Dagan et al., 1994]), thus offering a radical
solution to the problem of sparse bitexts. The sys-
tem makes use of handcrafted bilingual lexica (in-
cluding cognates), which add grammatical
information in the form of PoS tags. Furthermore,
the system uses a set of hand-crafted tag-mapping
rules. The intention is to provide the statistical
component with a structure that is as close as pos-
sible to the target language. This strategy has been
shown to be effective in rule-based systems [Dy-
vik, 1995].

3 METIS principles

3.1 Aim - General Characteristics

Most Statistical Machine Translation (SMT) ap-
proaches are intended to discover translations of
input text by exploiting very large parallel corpora
(also termed as ‘bitexts’) aligned at some level of
granularity, which most often is the sentence level.
A statistical model is trained on the bitext and then
it is used to translate new sentences.

Evidently, for these approaches to work, it is
essential that huge amounts of bitext be available.
Such corpora are rare even for the most widely
spoken languages, for instance for the pair Eng-
lish/French. At the same time, more and more
monolingual corpora of reasonable size are becom-



ing available for an ever-increasing set of lan-
guages.

The novelty of the proposed MT system con-
cerns the elimination of the use of bitexts alto-
gether. Instead, the proposed system relies on large
monolingual texts while requiring some standard
linguistic technology. The translation is achieved
by employing:

(i) aset of language-specific resources such as
taggers and lemmatisers for both the source and the
target language.

(ii) a set of bilingual resources; these are bi-
lingual lexica tuned to the requirements of the par-
ticular system and rules for mapping between the
tagsets of the source and the target language.

(iii) pattern  recognition-inspired statistical
models that extract information from large corpora
in the target language as opposed to the language
models employed by other SMT systems.

Thus, the amount of explicit linguistic informa-
tion, which is employed to map sentences of the
source language on sentences of the target lan-
guage, is substantially reduced compared to rule-
based MT systems. The monolingual corpus serves
as a rich pool of information and is processed with
a set of ‘intelligent’ learning rules to extract the
correct translations.

Pattern recognition-inspired statistical models
have been used quite extensively in written text
processing. Applications range from systems for
identifying morphological relations [Pentherouda-
kis et al., 1995] to the automatic generation of
thesauri from raw text [Grefenstette, 1993] and the
alignment of bitexts [Melamed, 2001].

Learning algorithms allow the proposed system
to acquire information from the textual data itself
concerning the morphosyntactic properties of the
translations and help to resolve any lexical ambi-
guities. These algorithms would most likely be
classified into the statistical pattern recognition
and/or artificial intelligence domains. A major is-
sue is the definition of a distance between linguis-
tic material in the source and target languages.
Then, initial correspondence decisions are made at
a local level, while keeping a set of alternative so-
lutions with their likelihood scores. These local
solutions are combined to reach the final solution
at a global level, by maximising the likelihood of
the global solution. In this way, the rule-based part
of machine translation involving syntactic analysis

and generation is largely avoided, while only well-
established linguistic technology is employed.

3.2 Linguistic Resources

Three types of linguistic resources have been used:
corpora, bilingual lexica and sets of structure-
adjusting rules. We provide details regarding each
one of them in turn.

BNC has been used as a target language corpus.
As a source language corpus, we have used the
ILSP corpus [Gavrilidou et al., 1998]. Both cor-
pora have been tagged and lemmatized. BNC has
been tagged/lemmatized with the MBLEM tool
[Van den Bosch and Daelemans, 1999]. The ILSP
corpus has been tagged/lemmatized with the ILSP
suite of tools [Papageorgiou et al., 2000]. For the
BNC, the CLAWSS tagset has been used, while the
ILSP/PAROLE tagset has been used [Lambropou-
lou et al., 1996] for the ILSP corpus.

A bilingual Greek-English lexicon of approxi-
mately 10,000 Greek lemmata has been adapted to
the needs of METIS. For each Greek lemma, a
number of English translations are supplied, up to
a limit of ten. Related expressions are also sup-
plied. The lexicon provides PoS information for
both the source and the target language covering
single- and multi-word entries. Figure 1 explains
the structure of the lexicon and provides an exam-
ple for a single-word Greek entry that receives
more than one English translation as well as an
example of an expression.

Thus, the lexica provide both the lexical links
between the source and the target language as well
as some elementary morphosyntactic information
in the form of PoS tags.

Furthermore, we have developed and are cur-
rently experimenting with several sets of structure-
adjusting rules henceforth referred to as “gram-
mars”, These rules handle tags, lemmata and dis-
tances between tags during the translation process.
The tags convey PoS information as well as some
grammatical information such as tense, number,
voice, degree etc. A table with the correspondences
between the ILSP-Parole and the CLAWSS tags
has been constructed, an extract concerning the
nominal paradigm being given in Figure 2.

The structure-adjusting rules are intended:

1. To ‘adjust’ the source language
sentence structure by mapping it onto some
structure which is closer to the corresponding



target language one. This step has been shown
to greatly enhance the translation quality in
rule-based systems [Dyvik, 1995] and seems to
fit a pattern-matching based system like the one
presented here.

2. To account for multiple structural
correspondences. For instance, the present tense
of Modern Greek corresponds to both the sim-
ple and continuous present tense of English.
However, the present tense of Greek is realized
with one word while the continuous present
tense of English is realized with two words (1).

(1) To moudi nailer.
‘The child plays.’
“The child is playing.’

The rules take as input the tags and lemmata
corresponding to a given source sentence in the
order defined by the sentence and map them onto
strings which may or may not differ in the number
of tags and/or lemmata to those expected to occur
after the application of the bilingual lexica. The
left-hand side of the rules constrains the rule appli-
cation in two ways: (i) by requiring that specific
tags/lemmata exist and (ii) by requiring that a cer-
tain distance (in words) exists between two speci-
fied tags/lemmata. Below, we give the rule that
maps the Greek present tense to the English simple
and continuous present tenses (2). The rule re-
quires that a verbal present tense exist in the source
language string and maps it on two alternative
structures, on the simple present tense and on the
continuous present tense one. The reentrances here
indicate translation equivalence.

() [[1}/VbMnIdPr...]
[be/VB?] + [[1)/VVG]

-=> [[1/VV?] or

3.3 Algorithmic description of the translation
process from Language A to Language B.

The basic input unit for the translation process
within the METIS system is the period that has
been grammatically annotated and lemmatized.
Thus, the input of the source language A is a string
Aw consisting of ordered lemmata and correspond-
ing grammatical annotations, Aw;, i=1, ...n.

At first, a table lookup process replaces each
lemma (or appropriately defined groups of lem-
mata) of language A with the appropriate
lemma(ta) of language B, by means of a bilingual

dictionary. In addition, the tags of the source lan-
guage are mapped on the tags of the target lan-
guage by means of the same bilingual dictionary.
The result is a set of lemmata and tags Bw;, i = 1,
..., m in language B. Furthermore, structure-
adjusting rules are applied on the Aw string and
result in deletions and/or additions on the Bw
string.

Next, the correct permutation of Bw;s can be
established by selecting the appropriate sentence
structure within a large monolingual corpus of lan-
guage B. For that purpose the sequence Bw; ,
i=l,...m is compared against each one of the
phrases of the large monolingual corpus and a dis-
tance is computed that takes into account all possi-
ble permutations of words in Bw. The phrase of the
corpus that provides the smallest distance is se-
lected as the correct translation of Aw. Note that
this algorithm will not only provide the best per-
mutation of Bw; , i=1,...m but also determine nec-
essary additions/deletions of words that are
imposed by the structure of the monolingual cor-
pus. The implementation of this step requires the
definition of a distance between different
words/tags and also the use of a fast algorithm to
compute the minimum permutative distance be-
tween two sets of words.

4 Innovation of the METIS approach

The METIS approach possesses several advantages

over existing MT systems and MT/SMT systems

under development:
1. Unlike existing SMT systems, it
does not rely on bitexts, which are rare
even for the widely spoken languages. In-
stead, it makes use of monolingual cor-
pora, which are freely/readily available for
many languages (and are in any case easier
to create).
2, Unlike many other existing SMT
systems, METIS does not construct explic-
itly a statistical language model which it
later exploits to retrieve translations. In-
stead, it uses pattern-matching techniques
which determine the similarity between at-
tested structures of the target language and
appropriately transformed structures of the
source language.
3. Compared to rule-based MT sys-
tems, it requires a substantially smaller



amount of language-specific resources and
tools: it uses only POS taggers and lem-
matizers. These tools exist for several lan-
guages and the technology for creating
them is well established. Certain basic lin-
guistic resources need to be defined for
each language pair: (i) bilingual lexica,
which already exist for many language
pairs, and (ii) a limited set of rules that de-
fine a mapping relation between the tagsets
of the source and the target language.

4. Only minimal effort is required to
add a new language pair (lexica and tag-
mapping rules).

5. METIS allows the fine-tuning of
the linguistic model to suit the specific
task. An improved performance can be
achieved by changing the corpus modules
only, while retaining other modules such
as the tag-mapping rules and linguistic
tools.

5 Evaluating the METIS output

For evaluating the METIS output the following
assumptions were made:

o the retrieved sentence may have a
structure similar to the target one but
the meaning should not be altered,

o if a similar sentence in terms of mean-
ing does not exist, the system will re-
trieve the most similar one in terms of
structure so that certain post-
processing rules are applied, and

o optimum quality of the other tools
(taggers, lemmatizers and lexica) in-
volved is assumed.

The need for an objective evaluation led us to test
the METIS output against human translation, with
a view of also comparing it with a translation
memory in the near future. For the purposes of the
evaluation exercise, a metric system was devel-
oped focusing on the quality of the output transla-
tions. This metric system provides a range of
“penalties” accounting for the significance of er-
rors; for instance a wrong verbal lemma is consid-
ered a more serious mistake than a wrong article.
The test material comprised: test sentences, target-
language corpora, bilingual lexica, tag-mapping
rules and adjustment of weights.

Test sentences covered a wide range of linguis-
tic phenomena such as valency, personal-
impersonal verb phrases, word order, tense and
aspect, subordinate clauses, and specific structural
differences between Greek and English. All the toy
examples were extracted from the ILSP corpus.
The sentences had a low level of complexity and a
fixed limit regarding length (up to 8 words).

For example, one toy target corpus consists of
28 sentences: the exact translations of the source
sentences (more than one exact translation existing
for some source sentences (3)) and sentences
which had a varying number of common elements
with the exact translations (4).

(3)Source sentence:
H yuvaika kabapiler To pnro.
Exact translations:
The woman peels the apple.
The woman is peeling the apple.
The woman cleans the apple.
The woman has been peeling the apple.

(4) Other sentences:
The woman peeled the apple.
The woman peels the pear.
etc..

The sentences in the target corpus were classi-
fied according to the translation quality metrics
developed for this purpose. Then the system was
calibrated to minimize the difference between the
order of obtained translations and the original
qualitative classification of the target corpus (to
reflect that the system behavior should be similar
to that of the human translator).

In the example mentioned above the toy lexicon
had 136 entries, expressions and punctuation
marks included, while the tag mapping rules (5)
covered the English translation equivalents of the
Greek present tense.

(5) <RuleSet\

[1\\VbMnIdPr IpAv_]->
[I\VVB] | [1\WVVZ]|
[\be\VBBJ+[1\WVVG]
[\be\VBZ]+[1\WV(G] |
[\have\VHB]+[\be\VBN]+

[T\WVVG]
[\have\VHZ]+[\be\VBN]+
[T\WVG];



\RuleSet>

This first evaluation has shown that the system
won’t miss a good or a near translation, which is
present in the corpus, provided that it is not em-
bedded into a much longer period. Furthermore, it
was shown that tag-mapping rules are not always
necessary: for instance, they certainly improved
the system’s behaviour as far as verbal tenses are
concerned, but it did not have any impact on the
handling of clitics and possessives. Of course, due
to the METIS principles, all produced translations
are grammatically correct.

6 Conclusions - Discussion

In this article, the principles of the METIS Ma-
chine Translation system have been presented. In
contrast to other machine translation systems,
METIS employs only monolingual corpora (in the
target language) and bilingual lexica, while it relies
on pattern matching techniques. By design, METIS
is intended to extract linguistic knowledge from
the large annotated corpus of the target language.
Thus no detailed grammars are required for analy-
sis, transfer and synthesis. The system is currently
being developed for two language pairs, Greek-to-
English and Dutch-to-English. Preliminary results
with prototypes of the system have illustrated its
potential in generating high-quality translations.

Several promising directions for future research
have been determined: (i) introducing more struc-
ture-adjusting rules and/or fine-tuning the weights
in the assignment problem in order to optimise
translation accuracy (ii) enhancing the ability of
the system to extract bits of existing periods, which
better match the input one (iii) fine-tuning the sys-
tem resources (mainly the corpus and bilingual
lexicon) towards a specified sub-language. All
these factors need to be further studied and thor-
oughly evaluated in order to investigate the possi-
bility that METIS system may successfully bridge
the gap between translation memories and rule-
based systems.
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Source language Source language tags English word/phrase English tags
word/phrase
(source language string) | POS tags (English string) CLAWSS/BNC
lemmata In the case of phrases, | lemmata for the declina- | In the case of phrases,
for the declinable parts, tags are supplied ble parts, otherwise the tags are supplied
otherwise the word form, | for the declinable parts | word form with hashes for the declinable parts
with hashes between only, with asterisks between words in the case | only, with asterisks
words in the case of otherwise, while of phrases otherwise, while
phrases hashes are used to in- hashes are used to in-
dicate spaces between dicate spaces between
words. words.
EKTEAD VbPv execute vv?
EKTEAD VbPv be#taccomplished VB##*
extedeonikOHandonaopa | Aj#No firing#squad *H#NN?
Figure 1. Format of the bilingual lexica

PoS Type of Feature ILSP-Parole CLAWSS

Noun type :common, Cm, N,

Proper Pr PO

Gender (Masculine,Feminine,Neutral) Ma,Fe Ne
GR: No | Number (Unspecified number, Singular, Sg,P1 Nosymbol, 1,2, for
EN:N Plural) common nouns

only
Case (Nominative, Genitive ,Dative, Accu- | Nm,Ge,Da,Ac,Vo
sative, Vocative)

Figure 2. Correspondences between ILSP/Parole and CLAWSS tagsets for the nominal paradigm




